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Abstrakt

Nedávny tehnologiký vývoj umoºnil vznik novýh aplikáií roz²írenej reality v oblasti

kultúrneho dedi£stva umoº¬ujúih jeho popularizáiu a vizuálne prí´aºlivú prezentá-

iu. K©ú£ovým aspektom aplikáií roz²írenej reality je registráia reálneho a virtuál-

neho sveta a rozpoznávanie objektov, ktoré majú by´ augmentované. V tejto prái

navrhujeme nové metódy a tehniky na detekiu a registráiu objektov vyuºívajúe

kombináiu lokálnyh a globálnyh príznakov a RGB a RGBD dát. Ná² prístup je

zaloºený na d�slednej analýze obmedzení a problémov doteraz publikovanýh metód.

Hlavným prínosom tejto práe je nová metóda na detekiu viaerýh in²tanií objek-

tov. Ná² prístup je robustnej²í a menej obmedzujúi ako iné prístupy. Predstavená

metóda prekonáva obmedzenia predhádzajúih metód, konkrétne: £asovo náro£né

predspraovanie, detekiu objektov leºiaih výlu£ne v rovine kolmej na os kamery

alebo obmedzenie na jedinú ²kálu objektov.

K©ú£ové slová: Roz²írená realita, Kultúrne dedi£stvo, Múzejný sprievoda, Rozpozná-

vanie malieb, Detekia objektov, Registráia objektov, Lokálne príznaky, Globálne

príznaky, Detetkia viaerýh in²tanií objektov
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Abstrat

Reent tehnology development gives rise to new augmented reality appliations in

the area of ultural heritage, enabling its popularization and visually attrative pre-

sentation. The key aspet of augmented reality appliations is registration of real

and virtual worlds and reognition of augmented-to-be objets. In this thesis, we

propose novel methods and tehniques for detetion and registration of objets that

utilize the ombination of loal and global features and RGB and RGBD data. Our

approah is based on a thorough analysis of onstraints and problems ourring in

existing works. The main ontribution of the thesis is the newly developed method

for multiple instane objet detetion. Our tehnique is more versatile and robust

than the surveyed methods. The presented method overomes the limitations of other

available approahes, namely: time onsuming preproessing phase, lak of support

of o�-plane rotations and problems in sale variations.

Key words: Augmented reality, Cultural heritage, Museum guide, Classi�ation

of paintings, Objet detetion, Objet reognition, Loal features, Global features,

Multiple instane detetion
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Introdution

Nowadays, there is a growing interest in the augmented reality (AR) as a �eld of

researh and at the same time as a domain for developing popular appliations. Sine

the oining of the phrase "augmented reality" in 1990, the area has ome a long way

from researh laboratories and big international ompanies to pokets of millions of

users all over the world. The popularity of the �eld among young generation also

evokes an e�ort to utilize AR as a tool for eduation or presentation of art and

ultural heritage. Therefore we deided to fous on the augmented reality in the

ultural heritage appliations.

This PhD. thesis is organized as follows. In the hapter Introdution to augmented

reality the �eld of augmented reality is introdued in a ontext with virtual reality,

the key milestones are presented and important appliation areas are mentioned. In

the next hapter Augmented reality systems and approahes the aspets of augmented

reality systems are brie�y introdued with their three important parts: inputs, out-

puts and aessories. Di�erent lassi�ations of the AR systems are surveyed and a

new lassi�ation based on the pereption of the reality is proposed. The following

hapter Registration in augmented reality deals with one of the key problems of aug-

mented reality � the registration of the virtual and real worlds. Existing works in

areas of visual, mehanial, outside-in/inside-out and dead rekoning approahes are

surveyed.

In the hapter Multiple instanes detetion we propose two new methods for the

detetion and registration of multiple instanes of objets utilizing loal features

whih were reated to overome the limitations of previously published methods.

Our methods are developed for 2D RGB images and RGBD data, whih an be a-

2



INTRODUCTION 3

quired from depth sensors suh as Kinet. The method desribed in the next hapter

Classi�ation and registration of paintings overomes another important problem of

urrent objet detetion and registration methods � the problem of mathing of

the loal features with the big databases of objets whih are not �nal and an be

extended onseutively. We propose a ombination of loal and global features for

e�ient lassi�ation (detetion, registration) of �ne art paintings whih is neessary

in museum/gallery guides. In the hapter Related results we mention our works and

installations whih were reated utilizing our methods proposed in the previous hap-

ters to present ultural heritage. In the Conlusions we summarize our ontribution

to the �eld of registration and detetion in augmented reality applied to the area of

the ultural heritage presentation and sketh some future work.



Chapter 1

Introdution to augmented reality

Augment reality is a popular omputer graphis related �eld, whih enables us to

ombine our reality with the limitless (limited only by our imagination) possibilities

of virtual reality (VR). In this setion we introdue augmented reality as a researh

�eld in the ontext of the related �eld of virtual reality, its history (prehistory) and

future visions, published papers and di�erent appliations.

1.1 Augmented reality vs. virtual reality

The virtual and augmented reality are very lose researh �elds and in spite of the

lear de�nition of both terms, it is sometimes hard for the publi to distinguish them.

In the reality-virtuality ontinuum (�gure 1.1, de�ned by Milgram et al. in [84℄) we

an see that the augmented reality is the variation of the mixed reality whih lies

between the real and ompletely virtual environment. Azuma in his paper [5℄ de�nes

AR as the system that has the following three harateristis:

1. it ombines real and virtual,

2. it is interative in real time,

3. it is registered in 3D.

When de�ning the virtual reality we have to enlose the 3

rd

and the 2

nd

point from

the AR de�nition. Another important aspet of virtual reality is the immersion in the

4



INTRODUCTION TO AUGMENTED REALITY 5

Figure 1.1: Reality-virtuality ontinuum. Figure is taken from [84℄.

virtual environment, but when de�ning the AR, we use the term ultimate immersion

beause there is nothing more immersive than the reality itself.

Despite the di�erenes, these two �elds have onneted history. For example

Sutherland's Ultimate display [116℄ or head-mounted display [117℄ are important

milestones in both AR and VR history. The term virtual reality has been used sine

the '40s of the last entury to desribe di�erent things, for example theater, but

in the '80s, the term virtual reality was oined and popularized by Jaron Lanier

(as referring to immersive environments reated by appliations with visual and 3D

e�ets [74℄) and the boom started at the beginning of the '90s. Not long after, the

phrase augmented reality was oined by Tom Caudell in 1990 [23℄ and the boom

started with the beginning of the new entury.

1.2 Prehistory of the AR

Ivan Sutherland's head-mounted display(HMD) [117℄ is ommonly known as the �rst

AR at, but as we go bak in the history we an �nd (with a little imagination)

AR in the magiians' performanes in the early 20th entury (e.g. Pepper's ghost

on�guration [20℄). They also merged real and virtual, reating ghosts and other

e�ets diretly on the stage. The ore of the Pepper's Ghost was the ator (dressed like

a ghost) whose image was projeted through the 45-degree angled semi transparent
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mirror (beam splitter) upward and on to the stage. The projetionist operated from

beneath the stage along with the ator(s). Other haraters on the stage would

interat with the ghost(s). The sketh of the possible setup in 1863 an be seen on

�gure 1.2. Although the possibilities of augmented reality are nowadays very broad

the Pepper's ghost e�et is still popular (the tutorial on Pepper's ghost video on

Youtube [10℄ has more than 101 thousands view's by the 29.1.2014) and di�erent

installations utilizing beam splitters an be seen (for example in ombination with

leap motion devie [2℄).

Figure 1.2: Pepper's Ghost as it would have looked in 1863. Figure is taken from [20℄.

As a signi�ant augmented reality at we an mention Mark II Gyro Gunsight,

used in the world war II by the Royal Air Fore (RAF). It was �rst tested in late

1943 with prodution examples beoming available later in the same year. The Mark

II was also subsequently produed in the United States as the K-14 (USAAF) and

Mk18 (Navy) [122℄. The devie was used to projet a small shape (ross or irle)

in the pilot's �eld of view. The position of the shape indiated the position of the

�re arm's target. The projetion of the shape was based on the same priniple as the

Pepper's ghost with usage of the semi-transparent mirror. For the patent sketh of

the devie see �gure 1.3. A similar devie has been patented in USA by Woodson in

1944 (US patent: 2360298) and been further developed in 1960 by Amerian Aviation

in US Patent:2950340.
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Figure 1.3: Airraft monitoring system from US Patent:2950340.

1.3 History

After few (pre)historial instanes we will fous on the milestones in the history of

the augmented reality researh �eld. We will also demonstrate the popularity of the

�eld by showing the evolution of artiles in the last 20 years.

1.3.1 Milestones

1966 Ivan Sutherland presented his onept of the ultimate display. His idea however

goes further from the virtual and augmented reality we know today. In his

paper [116℄ he marked that: "The ultimate display would, of ourse, be a

room within whih the omputer an ontrol the existene of matter. A hair

displayed in suh a room would be good enough to sit in. Handu�s displayed

in suh a room would be on�ning, and a bullet displayed in suh a room would

be fatal". This at is onsidered the �rst AR interfae. In the 1968 Sutherland

presented his popular head-mounted display [117℄.

1975 Myron Krueger experimented with omputer generated art and interation. In

the Video plae projet, a omputer responded to the gestures and interpreted

them into ations. Audiene ould interat with their own silhouettes generated

from the video [69℄.
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1978 Professor Steve Mann at the Department of Eletrial and Computer Engi-

neering at the University of Toronto is wearing the HMD (or HUD) sine 1978.

In 2001 Peter Lynh shot about him the �lm alled Cyberman

1

. Muh of the

�lm was reated by Mann himself with his EyeTap [80℄. EyeTap is the HUD

(heads-up display mounted in glasses) whih reords the reality with the am-

era, reates an virtual information and merges the reality seen by the user with

a virtual information using beam splitter.

1990 Tom Caudell, the researher who developed the augmented reality system sup-

porting the airraft manufaturing in the Boeing fatory [23℄, oined the phrase

augmented reality.

1991 The onept of the ubiquitous omputing was presented by Weiser [130℄ in the

beginning of the '90s. The goal of the ubiquitous omputing is to provide om-

puter interfae whih is natural for the users, to develop the omputers whih

are not visible but "omnipresent", the omputers indistinguishable from every-

day life. This onept is losely onneted to the possibilities and tehniques of

the augmented reality and the fusion of the �elds is known as the ubiquitous

augmented reality.

1993 The CAVE: Audio Visual Experiene Automati Virtual Environment was pre-

sented to the publi.

1993 Steven Feiner, Blair MaIntyre et al. published two major AR papers, one

in the Communiations of ACM and the other in UIST. The �rst paper [35℄

presents the KARMA (knowledge based augmented reality for maintenane as-

sistane) system whih uses the optial see through head-mounted display that

"explains simple end-user laser printer maintenane". The seond paper [34℄,

presents 2D information windows in the AR, a tehnique whih is nowadays

broadly used in smartphone (pseudo) AR systems (see �gure 1.4. For an exam-

ple of modern windows on the world appliation Metro Paris Subway [96℄).

1

wearam.org/yberman.htm
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Figure 1.4: Metro Paris Subway iPhone and iPod Touh Appliation. The modern

example of the Window on the world system, proposed in [34℄. Figure is taken

from [96℄.

1997 Ronald T. Azuma published the �rst survey [5℄ on AR. In the paper he gave the

de�nition of augmented reality whih is onsidered the most relevant. He also

named the biggest problems of AR as the registration and the sensing errors.

The paper presents a broad survey of di�erent appliations of AR in medial,

manufaturing, visualization, path planning, entertainment and military �elds.

1998 The �rst augmented reality onferene International Workshop on Augmented

Reality (IWAR 98) was held in San Franiso [131℄. After 2 years the IWAR on-

ferene was replaed by the International Symposium on Mixed Reality (ISMR)

and the International Symposium on Augmented Reality (ISAR) onferenes.

In 2002 the ISMAR onferene has substituted the forerunners.

around 1998 Sport's augmentation starts in the television broadasting. For more

information see subsetion 1.5.6.

1999 ARToolkit was developed by H. Kato in the Nara Institute of Siene and Teh-

nology. In 1999 Kato and Billinghurst published their paper [61℄ about using

HMD and markers for the onferening system, based on the method proposed

by Rekimoto [100℄. ARToolkit is a omputer library for the traking of the vi-
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sual markers and their registration in the amera spae. With the ARToolkit

2

one an easily develop Augmented reality appliation with the virtual models

assigned to di�erent markers. For an example of the appliation built with the

ARToolkit see �gure 1.5. Sine the release of this toolkit, many di�erent aug-

mented reality toolkits for di�erent programming languages and with di�erent

features have emerged (FlarToolkit

3

, NyARToolkit

4

, Mixed Reality toolkit

5

...).

Figure 1.5: An example of the Augmented reality appliation built with the AR-

Toolkit.

2002 Brue Tomas developed the �rst augmented reality outdoor game alled AR-

Quake [123℄. It was an AR version of the omputer game Quake. Di�erent

versions of the system (2000 � 2002) used the optial see through head-mounted

display, mobile omputer stored in the bakpak, hapti gun or handheld devie

with button, head traker, digital ompass, GPS system and/or markers. It al-

lowed the user to walk around in the real world and shoot virtual enemies from

the Quake game. The equipped ARQuake player is shown in the �gure 1.6.

2005 Oliver Bimber and Ramesh Raskar published the �rst book on the spatial

AR [15℄. In the book the authors desribe and ategorize augmented reality

2

http://www.hitl.washington.edu/artoolkit/

3

http://www.libspark.org/wiki/saqoosha/FLARToolKit/en

4

http://nyatla.jp/nyartoolkit/wp/

5

http://www0.s.ul.a.uk/sta�/rfreeman/
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Figure 1.6: The ARQuake player. With HMD, hapti gun, bakpak with omputer

and head traker. Figure is taken from [123℄.

systems. They form 3 ategories: head-mounted, handheld and spatial and then

fous on the spatial systems (SAR). The main di�erene between spatial AR

and other ategories is that in the SAR the display is separated from the users

of the system and so is suitable for bigger groups of users. SAR systems usually

onsist of digital projetors whih display graphial information diretly onto

physial objets. Sine 2007 the book is available to download free of harge

and has been downloaded over 9000 times. In the book authors desribe the

tehnique of alibration of several projetors whih ompensate the inequality

and the olor of the surfae.

2007 Klein and Murray in their paper [64℄ proposed a method for a markerless trak-

ing for small-workspae augmented reality appliations. They trak a alibrated

handheld amera in a previously unknown sene without any known objets or

initialization target, while building a map of this environment.
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2009 The Esquire magazine added the AR marker on the �rst page of their magazine

with the hidden virtual Robert Downey Jr.

2009 Although the spatial augmented reality (and the projetion mapping teh-

niques) was introdued several years before, the biggest boom in the urban

projetion mapping was in the 2009/2010. As the most famous examples we

have to mention the projetion mapping during the 600th years anniversary of

Orloj � the astronomial tower lok situated at Old Town Square in enter

of Prague � in 2010 [120℄, or the 2009 � 2011 NuFormer Projetions in the

Netherlands [88℄.

2010 When Mirosoft released Kinet (see �gure 1.7), the motion sensing input

devie for Xbox 360 onsole, it was expeted to be "the birth of the next

generation of home entertainment" [119℄ but not the milestone in the augmented

reality history. Kinet sensor developed by PrimeSense ompany beame a

really heap (150 $) soure for the depth information for augmented reality

appliations. The sensor itself onsists of the rgb amera, the infrared projetor

whih projets a pattern of dots and the detetor whih establishes the parallax

shift of the dot pattern for eah pixel. Kinet holds the Guinness World Reord

of being the "fastest selling onsumer eletronis devie" (8 million units in its

�rst 60 days). When the �rst hakers brake into the devie and found the way

how to ontrol the sensors it took only 2 months and hundreds of augmented

reality appliation using Kinet sensor appeared on the internet. For the best

examples see 12 best Kinet haks [128℄.

2011 Qualomm presented Vuforia � the software development platform for aug-

mented reality. Vuforia enables the usage of real-world image markers and

development of native appliations with support for iOS, Android, and Unity

3D [97℄.

2012 Czeho-Slovak pavilion on Biennale of Arhiteture in Venie displayed the �rst

AR installation alled Asking Arhiteture. All the artworks were presented

only as a virtual models through augmented reality.
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Figure 1.7: The Kinet sensor.

2013 Google introdues Projet Glass: a wearable omputer ombined with an op-

tial head-mounted display (see �gure 1.8). Although the original appliations

developed by Google do not inlude AR, there are several 3

rd

party ompanies

and sientists working on augmented reality appliations for the Google Glass,

for example Open shades [38℄.

Figure 1.8: Google Glass.

2014 Google launhed projet Tango

6

. They have reated a prototype Android

smartphone apable of traking the full 3D motion of the devie and reating a

6

https://www.google.om/atap/projettango/
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map of the environment. The devie like this will allow a preise indoor traking

and registration whih an be a breakthrough in the augmented reality.

1.3.2 Evolution of AR artiles

As we mentioned in the previous setion, the researh in the �eld of the augmented

reality has started to grew with the beginning of the new entury. We want to

demonstrate this expansion with the tehnique proposed in the Data et al. (2005) [31℄

to demonstrate the evolution of the artiles about the CBIR (ontent based image

retrieval). In �gure 1.9 we an see the evolution of the artiles foused on the AR

sine the 1990 until 2013.

Figure 1.9: The evolution of artiles foused on AR sine 1990 until 2013. The blue

olumns represent the artiles with the exat phrase 'augmented reality' presented

anywhere within the artile. The artiles were retrieved using Google Sholar searh

engine on 19.3.2013.

1.4 Future

It was said by Niels Bohr that "Predition is very di�ult, espeially about the

future". However based on the books, talks and artiles by famous researhers in the

�eld of augmented reality we would like to state some of their preditions.
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In the beginning of the new entury, ompanies like Information in Plae estimated

that by 2014, 30% of mobile workers will be using augmented reality. However it is

not yet true and AR is more popular in the entertainment and advertisement domain

and the emerging of the appliations and the growth of the �eld is visible. Exept

this predition, most of the sientists predit the usage of head-mounted devies in

favor to handheld devies whih are nowadays most popular for AR. Rolf Hainih

in his book [41℄ stated that "we need to eliminate the sreen in favor of a near-eye

projetor, glasses with tiny add-on that ould �nally weight less than 20g." Oliver

Bimber and Rolf Hainih in their book [40℄ predit the most new displays for AR to

be head-mounted (near-eye displays) and spatial displays (printable displays, e-paper,

true 3D displays) and they also predit inrease in brain-omputer interfaes BCI.

BCI is a diret ommuniation pathway between the brain and an external devie.

Steve Mann, who wears the HMD sine 1987 stated in the artile about the risks

of wearing the HMD everyday for IEEE Spetrum in 2013 "...there is a darker side:

Instead of ating as a ounterweight to Big Brother, ould this tehnology just turn

us into so many Little Brothers, as some ommentators have suggested?... I believe

that like it or not, video ameras will soon be everywhere: You already �nd them

in many television sets, automati fauets, smoke alarms, and energy-saving light

bulbs. No doubt, authorities will have aess to the reordings they make, expanding

an already large surveillane apability."

Based on these preditions it seems the future lies in the ubiquitous reality whih

will be mostly arried out by near-eye displays.

1.5 Appliations

In the following setion we want to present examples of most ommon or popular AR

appliations.

1.5.1 Entertainment

In the area of entertainment we an reognize several basi types of appliations.

The �rst one is the handheld (or smartphone games) usually using printed visual
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markers, 3D registration using PTAM (see setion 3.1.2) or pseudo-AR ombination of

GPS loators and ompass for the registration of the virtual reality ontent position.

When talking about smartphones we have to mention IOS by Apple and the Android

OS as the most popular platforms. In the 3

rd

quarter of 2013 Android ahieved

the market share of 81% of sold smartphones and IOS 12,9% [17℄. Among others

there is Windows Mobile, Symbian, Blakberry and Java ME. Augmented reality

games on these platforms are nowadays very popular (more than 240 results on the

phrase augmented reality game on the Android market and more than 500 appliation

on the App store on 9.1.2013). Seond type of AR games enloses the multiplayer

HMD games, among them ARQuake [123℄. The third type inludes games on spatial

displays, usually omputer stations with monitor and webam (designed for one user),

but sometimes also spatial setups for more users.

1.5.2 Eduation

Eduation is very promising appliation area for augmented reality. The potential

of the ollaboration was reognized and today there is also an annual international

onferene on �Virtual and Augmented reality in Eduation� alled VARE. Great

attention in the eduation �eld is paid to serious games [115, 81℄ and ollaborative

AR environments (for example in the geometry learning [62℄).

1.5.3 Cultural heritage

Cultural heritage is one of the areas were augmented reality makes a big ontribu-

tion. Virtual museums were known sine the '90s however the augmented reality

brings new possibilities into the �eld. Instead of touring the virtual museum at home

on your omputer or in the big kiosk in the museum, you an walk through the

museum or gallery and wath the real and the virtual exponates side by side, or aug-

mented together (see �gure 1.10). The greatest advantage of the virtual/augmented

museum experiene lies in the possibility of exposition of the lost, damaged or never

onstruted ultural heritage objets and senes.
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The Museum of London has reated an AR projet alled Streetmuseum, whih

allows you to see the old photographs of London, augmented in the 3D world, right

on the spot where they have been photographed [121℄.

Figure 1.10: Conept sketh of Augmented painting. Figure is taken from [13℄.

In this ategory we have to mention also museum guides [19, 113, 85, 72℄, aug-

mented exponates [14, 13℄ and urban projetion mapping [120, 88℄.

Museum guides

The �eld of augmented reality museum appliations is mostly foused on extending

the information about exhibits with virtual textual or visual information. There

are two di�erent methods on extending the ommon exponates. The �rst tehnique

uses the head-mounted or handheld display (smartphone or tablet) to provide the

individual visitor with the museum guide, o�ering augmented ontent on paintings

or exponates [8℄, [37℄. The seond method uses a spatial devie (the projetor, monitor

or hologram) to provide spatial museum guide. However the �rst method allows the

user to wath the augmentation on the di�erent exponates based on his taste, it is

not suitable for the interation of more users. The seond method on the other hand
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is adjusted for the ollaboration of more persons but it is also more expensive than a

mobile devie. The interative guide system proposed in [72℄ in 2002 is one of the �rst

augmented reality spatial museum guides. The system onsists of a sensing board

(Reatable) apable of reognition of multiple objets (equipped with markers) and

gestures. It uses the augmented reality (visual and audio) to immerse kids in the

exhibition at the museum or gallery.

Museum guides on handheld devies are known sine the 1997 and the Cyber-

guide [1℄, a mobile ontext-aware tour guide suitable for the indoor and outdoor

environments. The system automatially updated the user's position aording to

the GPS position (outdoors) or the ID of the nearest infrared sensor (indoors).

In the paper [129℄ the authors propose an AR system on the PDA with webam

reognizing the ARToolkit tags distributed in the building and thus produing the

augmented experiene.

On the other hand the head-mounted museum guide was developed by Sparaino

in [113℄. Sparaino desribes the Museum wearable as "a wearable omputer whih

orhestrates an audiovisual narration as a funtion of the visitor's interests gathered

from his/her physial path in the museum and length of stops." The system onsists of

a lightweight eye-piee display attahed to onventional headphones, a small omputer

inside a shoulder bakpak and a ustom built infrared loation sensors distributed

in the museum spae. See �gure 1.11 for the sheme of the Museum wearable system.

An augmented reality museum guide [85℄ has been reated for exhibition on Is-

lami art in the Musée du Louvre. The system uses the RFID hips for reognizing

the area of the augmentation and the markerless inside-out method utilizing the ro-

tational sensor mounted on the handheld guide for proper registration. After proper

registration the virtual objets or animations (reated in VRML97) are added.

In [19℄ the authors propose a system for large- sale museum guidane. The

system aquires rough user position utilizing the Bluetooth emitters and reeivers

instead of ommonly used RFID tags and instead of omputationally intensive image

proessing tasks on remote servers or on high-end mobile devies (suh as tablet

PCs). All omputations are arried out diretly on mobile phones. The global and

loal feature vetors are used for identi�ation of the objet.
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Figure 1.11: The museum wearable: explanation of onept and appliation. Figure

is taken from [113℄.

Bay et al. [8℄ uses a tablet PC as a tool to provide the user with the museum guide

with textual information about exhibits deteted by a�ne transformation invariant

loal features (in this ase SURF [9℄). System has to deal with a database onsisting

of 20 exponates. For the real world museum exponates database (thousands) the

authors reommend the usage of the Bluetooth loators.

Fökler et al. [37℄ uses neural networks for the reognition of exhibits and am-

era equipped smartphone to provide user with the textual information. However the

system was tested on 60 objets only and it is not suitable for large sale museum

appliations.

Exponates Augmentation

In the ategory of spatial installations we have to mention the work of Oliver Bimber

who augments the 2D visual information to the exhibits [13℄ (in this ase Mihelan-

gelo's drawings) or extend the exhibit with 3D information in [14℄ (see Virtual Show-

ase system on �gure 1.12).
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Figure 1.12: Virtul Showase. Figure is taken from [14℄.

1.5.4 Sightseeing

The appliations of AR in the area of sightseeing are losely onneted with the ul-

tural heritage appliations. AR tour guides are similar to the museum guides, yet

operating in the outdoor spae, usually using GPS oordinates for the position esti-

mation (in ombination with visual registration to ensure AR experiene). The most

popular platform for these appliations are mobile phones [115, 96℄. The information

provided by the tour guides usually involve 2D windows with textual and pitorial

information about nearest restaurants, subway stations, shops or historial sites.

1.5.5 Design, onstrution and maintenane

The AR appliations in the areas like design, onstrution and maintenane are about

as old as the �eld itself. The �rst paper about AR in maintenane was the same in

whih the phrase augmented reality was oined [23℄. There is a lot of researh in these

areas sine. For example the attention is paid on the ollaborative AR environments

for designers [100℄, or the utilization of handheld projetors [98℄ in the maintenane

and onstrution appliation. At TU Vienna, Kinet is utilized in the setup proposed

for �re �ghters for monitoring the �re in the buildings

7

.

7

http://augmentedblog.wordpress.om/tag/�re�ghting/
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1.5.6 Sport

The augmented reality information in the sports broadasting has started around

1998. The typial example are the ompetitor's national �ags plaed in the swimming

lanes (see �gure 1.13) during Olympi games (for the �rst time in Sydney 2000), or

the yellow line in the Amerian football games. The area of augmentation in the

sports broadasting is also analyzed in the papers of Jungong Han [53℄, [52℄. He

foused on the analysis of ourt-net sports.

Figure 1.13: Swimming pool with augmented national �ags. Figure is taken

from [126℄.

1.5.7 Commerial

The ommerial sphere is always engaged into everything new and ool. The aug-

mented reality with its popularity among young generation beame one of the ways

to present and sell produts. Most of these ommerial appliations take advantage of

the augmented reality, just to show their produt in the new attrative way. For ex-

ample there were AR advertising ampaigns on trying Rayban glasses [99℄, or Robert

Downey Jr. on the over of the Esquire magazine [33℄ and other ampaigns reated

for the ompanies like Burger King, Mini Cooper, Nestle, Tatrabanka et.
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Figure 1.14: Augmented reality medial visualization. Figure is taken from [114℄.

1.5.8 Medial

A typial AR medial appliation takes advantage of the 3D model of the inside of

human body reated from the data aquired with the CT or MRI sanner. These data

are then displayed on the human body using the projetor, HMD [12℄, or the monitor

with web amera (in the German Caner Researh enter the tablet is used for the

semi-sterile surgeries

8

) or RGBD amera suh as the Kinet (in the Magi mirror

projet [16℄ at the Tehnial University in Munih). A onept sketh of possible AR

medial appliation an be seen in �gure 1.14.

There are many teams at universities and hospitals working on the augmented

reality researh for medial appliation and sine 2001 there is an international work-

shop on Medial Imaging and Augmented Reality. The review of augmented reality

in mediine, an be found in Sielhorst et al. [111℄.

8

http://www.medgadget.om/2012/01/intraoperative-ipad-app-shows-where-the-internal-

organs-are.html



Chapter 2

Augmented reality systems and

approahes

In the �rst hapter we have de�ned the augmented reality aording to Azuma's

de�nition. There is a disussion in the AR ommunity whether the de�nition reated

in '90s still su�es the requirements of the users. Espeially in the ommerial

sphere there exist many appliations whih are ategorized as AR appliations, but

don't ful�ll the seond, third or both Azuma's rules. These appliations usually

lie within the reality-virtuality ontinuum, but annot be onsidered as augmented

reality. This lak of true ommerial AR leads to mislassi�ation also in some

sienti� publiations.

For example in the big survey [89℄ published in the proeedings of ISMAR au-

thors deided to inlude 2 kinds of appliations: AR browsers whih they de�ned as:

"...usually inludes the delivery of points of interest (POI), user-reated annotations,

or graphis based on the GPS loation of the devie and orientation of the built-in

magnetometer" and image reognition based AR whih was de�ned as: "based on

onneting surrounding objets, produts, and other physial targets with digital in-

formation with the help of visual reognition. By identifying quik response (QR)

odes, bar-odes, other graphi markers, or the objets themselves..." In this thesis,

we deided to stritly follow Azuma's de�nition and to all the systems not ful�lling

these rules the pseudo-AR.

23
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2.1 AR system

Augmented reality system an onsist of many di�erent elements, depending on the

type of the appliation. We an divide these elements in to four ategories: inputs

(sensors), outputs (projetors, displays), omputers and aessories. It is neessary

for every AR system to have at least one sensor for the estimation of the user's po-

sition (amera, GPS reeiver), one devie to display the augmented reality or to add

virtual objets into user's view frustum (display, projetor) and some devie apable

of proessing of the data (omputer).

Figure 2.1: A sheme of augmented reality system.

In �gure 2.1, we an see the sheme of the ommon AR system equipped with a

amera, a omputer and a display. As the �rst step, the position of the real amera

in spae has to be estimated and the alignment (registration) of the real amera

to the graphis amera has to be done. Visual (or other types of) markers, pattern

mathing or loal features mathing are usually used for the estimation of the rotation
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and translation of the amera to the objet to be augmented (we will fous on the

registration of the virtual and real amera in the next hapter). The virtual objets

are then merged with the real sene and the augmented video is reated and displayed.

All the di�erent omponents neessary for the AR system an be inorporated in

one devie, for example smartphone, tablet or notebook with a build in webamera.

In the following setions we want to fous on three ategories of elements in AR

system (inputs, outputs and aessories) and desribe members of eah ategory.

2.1.1 Inputs (Sensors)

Sensors used in the AR environments ould be of di�erent types, for example optial,

aousti, eletri, magneti, radio, positional and so on. They are mostly used for

two main goals: the estimation of the users' and real objets' position in the real

environment and the reording of the sene for the purpose of displaying it. The

lassi�ation of sensors proposed in [103℄, states these 10 types of sensors: aousti,

biologial, hemial, eletri, magneti, mehanial, optial, radiation, thermal and

other. Optial sensors typially used in the augmented reality appliations are the

infra-red ameras, RGB ameras (equipped with the harge-oupled devie (CCD) or

omplementary metal�oxide�semiondutor (CMOS) sensors), monohromati am-

eras and the RGBD (RGB amera+ infrared projetor and sensor) ameras suh as

Kinet. As an aousti sensor the mirophone is usually used. The magneti sen-

sors in AR are the magnetometers. The exemplary mehanial (positional) sensor is

the gyrosope and the eletri sensors are used in the radio frequeny identi�ation

(RFID) hip readers.

2.1.2 Outputs

In the domain of AR system outputs we an reate the experiene for all 5 senses

1

.

This onept is also present in the area of VR as a onept alled real virtuality

presented by Alan Chalmers as: "real virtuality is de�ned as a true high-�delity multi-

sensory virtual environment that evokes the same pereptual response from a viewer

1

Classi�ation inspired by www.ted.om/talks/jinsop_lee_design_for_all_5_senses.html
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as if he/she was atually present, or "there", in the real sene being depited. Also

known as "there-reality", suh environments are interative and based on physis.

All �ve senses are onurrently stimulated to deliver real world modalities naturally

and in real time" [24℄. Although in the AR we still pereive the visual output as the

most important, we have to also deal with other senses.

Audio

Although, in VR the audio is taken as a key part (games, virtual environments et.)

it is not present in many AR appliation. Although in the domain of augmented

reality, the audio is usually omplementary to the visual output like in [46℄, there are

some appliations where the audio is the dominant or the only output. An example

is the Audio museum guide [133℄, or the Memento � Google Glass appliation for

visually impaired users [90℄.

Tatile

In AR environments a touh sense is usually stimulated by the properties of the

real objets presented within the sene, however there are e�orts to bring the vir-

tual tatile experiene to both VR and AR. In [7℄ the methods whih simulate the

tatile feedbak are divided to: fore feedbak, atuation of the environment, tangi-

ble interfaes and wearable haptis. These methods an be intrinsi (augment the

user, altering his tatile pereption) vs. extrinsi (integrated in the environment).

Authors from Disney's researh designed the Revel devie whih injets a weak ele-

trial signal to the user's body and reates an osillating eletrial �eld around the

user's �ngers whih is pereived as highly distintive tatile textures augmenting the

physial objet. By traking of the user's �ngers and the physial objets dynami

tatile sensations an be assoiated to the interation ontext [7℄.

Gustatory and olfatory

The researh in the �eld of gustatory and olfatory sensations in augmented or vir-

tual reality is very sparse. This ould be due to the omplexity of the �avor whih
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is de�ned by International standards organization as a omplex ombination of ol-

fatory, gustatory, and trigeminal sensations pereived during tasting [25℄. However

in [87℄ the authors have developed the augmented reality display whih ombines the

visual, gustatory and olfatory sensation. In their system the user is tasting the real

ookies (with no partiular �avor) whih serve as eatable markers. While the user is

tasting the ookie, the oating (hoolate, strawberry, mushroom) is displayed on the

top of the ookie in HMD and the orresponding smell is generated. The researh

proved that most of the users pereived the di�erene in taste of di�erent augmented

ookies.

Another researh utilizing olfatory sensations in the �eld of omputer graphis

was done in [18℄. The authors investigated the ross-modal e�et on the pereption

of users of omputer generated �eld of grass in the presene of the smell of freshly

ut grass. Their researh proved that the viewer is not aware of the quality di�erene

of lower quality rendering ompared to high quality in presene of the smell of grass.

Visual

The visual output is usually the most important aspet of users' augmented reality

experiene. We divide visual output devies into two basi ategories: projetors

and displays. We an lassify both, displays and projetors, based on di�erent pa-

rameters, the ommon parameters being the size, the displaying tehnology or the

tehnology of image prodution. However for the purpose of this experiene based

setion we will divide all the imaging devies, into stereosopi and non-stereosopi

devies. Based on these ategories we an further divide the stereosopi displays into

autostereosopi displays and goggle bound displays. The four lasses of autostereo-

sopi displays proposed in [15℄ are: re-imaging displays, volumetri displays, parallax

displays and holographi displays. Two lasses of goggle bound spatial displays are:

surround sreen and embedded sreen.

In the domain of goggle bound spatial displays the user has to be equipped with

the �eld-sequential (LCD shutter glasses known as the ative stereo tehnology) or

light-�ltering (passive stereo tehnology) goggles. Both methods need the images for

left and right eye to appear on the same sreen. This tehnique is known as shutter-
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Figure 2.2: An example of anaglyph onstruted from images from stereo amera

pair.

ing. Depending on the type of the display, images are displayed either sequentially

(ative) or simultaneously (passive). The passive domain enloses tehniques like

anaglyphs (see �gure 2.2), ChromaDepth, Pulfrih e�et or polarization. The ative

stereo tehniques utilize the display, sequentially providing the left and right image

synhronized with the LCD goggles sequentially shading right and left glass. For the

omplete survey of displays, with di�erent ategorizations tehniques and examples

see the book [40℄.

2.1.3 Aessories

By aessories of the AR system we mean every omponent whih is not enlosed

in any previous setions. Additional elements neessary for the projetion of the

AR (projetion sreen, half silvered mirrors, beam splitters), omponents for the

tagging of the objets to be augmented (visual paper markers, RFID hips, infra-

red light-emitting diodes (LED), bluetooth devies) or devies for the interation

(mouse, keyboard, wii remote, touh sreen, et.) are only three important types of

aessories. As these aessories are very appliation-dependent we are not going to

desribe them in more detail.
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2.2 Classi�ation of AR approahes

The augmented reality system an be ategorized by di�erent fators, inluding the

appliation area, the possibility of more persons ollaboration or the size of the full

system. In the following setion we present two di�erent lassi�ation shemes of the

AR appliations. The �rst one was developed by Bimber and Raskar in [15℄ and it

presents a devie based ategorization. The seond sheme is our own lassi�ation

based on the way of augmentation of virtual and real world. The user's immersion

is the key aspet of the augmented reality systems. Our lassi�ation is inspired by

the survey from Azuma [5℄.

2.2.1 Devie based lassi�ation

The ategories proposed in [15℄ are based on the way how the output devie is on-

neted with the user. If the user wears the devie on his head we talk about the

head-mounted devies. The systems designed to be arried in hand belong to the

handheld ategory and systems �xed within the spae and not with the user are

inluded in the spatial group.

Head-mounted devies

The head-mounted ategory onsists of �ve main types of devies: Optial see through

HMD, Video see through HMD, HMProjetors, HMProjetive display and retinal

displays. For more information about HMDs see [21℄.

Optial see through head-mounted display In Azuma's survey [5℄ the author states

that: "Optial see-through HMDs work by plaing optial ombiners in front of

the user's eyes. These ombiners are partially transmissive, so that the user an

look diretly through them to see the real world. The ombiners are also partially

re�etive, so that the user sees virtual images bouned o� the ombiners from head-

mounted monitors. The optial ombiners usually redue the amount of light that

the user sees from the real world. Sine the ombiners at like half-silvered mirrors,

they only let in some of the light from the real world, so that they an re�et some
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Figure 2.3: A sheme of optial see through head-mounted display. Figure is taken

from [5℄.

of the light from the monitors into the user's eyes." For the sheme of the devie see

�gure 2.3.

Figure 2.4: A sheme of video see through head-mounted display. Figure is taken

from [5℄.

Video see through head-mounted display This type of HMD was de�ned in [5℄ as:

"Video see-through HMDs work by ombining a losed-view HMD with one or two

head-mounted video ameras. The video ameras provide the user's view of the real

world. Video from these ameras is ombined with the graphi images reated by the

sene generator, blending the real and virtual. The result is sent to the monitors in

front of the user's eyes in the losed-view HMD." For the sheme of the devie see

�gure 2.4.
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Head-mounted projetors beam the generated images onto the eiling and use two

half-silvered mirrors to integrate the projeted stereo image in front of the user.

Head-mounted projetive display redirets the image reated by miniature pro-

jetors with mirror beam ombiners so the images are beamed onto retro-re�etive

surfaes in front of the users eyes.

Retinal display uses low-power semiondutor lasers to projet modulated light

diretly onto the retina of human eye. Main disadvantage of this tehnique is that it

provide only nonstereosopi monohromati image [15℄.

Handheld devies

Handheld devies are nowadays the most popular platforms for the augmented reality

appliations. These devies usually inorporate all the neessary sensors, omputer

and display (or projetor) in one portable gadget. Commonly known handheld devies

are smartphones, tablets, palmtops or notebooks. Although most of the published

papers in the area of mobile augmented reality fous on these partiular devies, there

were also some e�orts to build speial handheld devies, for example iLamps [98℄. In

iLamps Raskar et al. presented objet augmentation with a handheld projetor uti-

lizing a new tehnique for adaptive projetion on non-planar surfaes using onformal

texture mapping.

Spatial devies

The spatial ategory enloses di�erent solutions designed to be �xed within the en-

vironment (not to be worn in the hand or on the head). An example of the spatial

solutions are: the PC station with the webamera, the CAVE (ave automati virtual

environment) [28℄, Projetion mappings [120, 88℄, Virtual showase [14℄.

The Fish tank is the title of the system onsisting of the omputer station equipped

with the webamera and the monitor whih are usually used for browsing of the

augmented reality at home. The CAVE is an immersive virtual reality/sienti�

visualization system, whih lies between virtual and augmented reality. The CAVE

is a room-sized ube where three to six of the walls are used as projetions sreens.
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The Virtual Showase developed by Bimber et al. [14℄ presents the projetion-

based multiviewer augmented reality display devie whih onsists of half silvered

mirrors and the graphial display (for the overall look of the devie see �gure 1.12). In

this devie the user an see real objets inside the showase (through the half-silvered

mirrors) merged with the virtual objets or layers displayed on the projetion sreen

under the showase. This tehnique makes use of the onept of the Pepper's ghost

developed in the 1862 [20℄ (desribed in the setion 1.2).

2.2.2 Pereption of the reality based lassi�ation

In our lassi�ation we start from Azuma's work [5℄ and we divide the augmented

reality systems based on the way how they reate the augmented experiene. The

further ategory enloses the appliations whih reate augmented reality by adding

the virtual information (3D models, images, text) to the reord of reality. Later

ategory enloses systems whih reate augmented reality by displaying/projeting

the virtual information diretly in front of our site of reality. A table 2.1 relates the

devie based lassi�ation and pereption of the reality based lassi�ation.

The reord of the reality mixed with virtual information (added to reord)

All kinds of the video-see through approahes belong to this ategory. The video

see through devie basially onsists of the amera whih reords the reality and

the display (or a projetor with a projetion sreen) whih provides the user with the

reality mixed with the virtual information (the augmented experiene). This ategory

enlose video see through head-mounted display, most of the existing handheld devies

(smartphones, tablets, palmtops, netbooks) and the Fish tank solutions.

The reality mixed with virtual information (added to reality)

This ategory inludes all the appliations in whih the virtual information is pro-

jeted diretly on the real world objets, or onto the optial see through devie.

The typial representatives of these approahes are the projetion mapping applia-

tions, for example the projetion on the astronomial tower lok Orloj situated in
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the enter of Prague [120℄. Other systems whih belong into this ategory are op-

tial see through head-mounted displays, retinal displays, head-mounted projetors,

head-mounted projetive display, CAVE [28℄, Virtual showase [14℄, and also some

handheld solutions (for example iLamps [98℄, as desribed in the setion 2.2.1).

Table 2.1: Table relates the devie based lassi�ation and pereption of the reality

based lassi�ation.

added to reord added to reality

head-mounted

video see-through HMD optial see-through HMD

(Museum wearable [113℄) (Sutherland's HMD [117℄)

handheld

mobile/tablet AR optial see-through handheld displays

(e.g. museum guides [19, 85, 72, 8, 37℄) handheld projetions (iLamps [98℄)

spatial

�sh tank Pepper's ghost [2℄

mirror projetions [59℄. projetion mappings [120℄

holographi displays [14℄



Chapter 3

Registration in augmented reality

In the previous hapter we have ommitted to stritly follow Azuma's de�nition of

augmented reality 1.1. One of the three basi rules states that the virtual objets

should be registered in 3D with the real environment. There are several strategies to

ahieve this kind of registration and they will be desribed in the following hapter.

3.1 Visual registration

The most ommon tool for registration of the real and virtual world for the purpose of

augmented reality is a visual sensor (amera). The area of visual registration belongs

to the intersetion of the augmented reality and omputer vision. As the registration

is one of the key problems of omputer vision there is ongoing researh sine the

reation of the �eld. In the following setion we will present the most in�uential

registration methods for the �eld of augmented reality.

3.1.1 Visual Markers

The �rst system whih used visual blak and white markers to identify the rotation

and translation of the amera was developed by Rekimoto [101℄ (and lately added

to the ARoolkit [61℄). Rekimoto in his paper proposes a registration method based

on deteting and identifying square blak and white markers (quad-tangles) in the

amera frames (for the sheme of the proess see �gure 3.1). The transformation

34
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Figure 3.1: An overview of the registration proess developed by Rekimoto. Figure

is taken from [101℄.

parameters are then alulated based on the positions of the 4 orners of this quad-

tangle. Let (xi; yi; 0) be a point on the plane of the square marker and (Xi; Yi) be a

orresponding point on the image plane of the amera. These two points are related

as follows

Xi =
a1xi + a2yi + a3
a7xi + a8yi + 1

Yi =
a4xi + a5yi + a6
a7xi + a8yi + 1

, (3.1)

where a1 to a8 represent the intrinsi (foal length, skew, oordinates of the prinipal

point) and extrinsi (translation and rotation) amera parameters. If we have four

pairs of (xi; yi; 0) and (Xi; Yi), we an determine these parameters (a1, .., a8) by solving
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The parameters (a1, . . . , a8) store the e�ets of rotation, translation and the perspe-

tive transformation of the amera. Based on them we an map the distorted ode

image on the amera plane to the normalized matrix ode spae. In the next step we

reognize the image in the middle of the ode. The oordinate system is than reated

with the origin in the enter of the ode and axes x, y parallel with the sides of the

ode and z axis parallel to the normal vetor of the plane of the ode. Then we know

whih 3D objet to augment (based on the ID of the ode) and where and we an

reate the augmented video.

Sine ARToolkit many di�erent opensoure and ommerial marker-based AR

system have emerged (Studierstube [73℄, Wuforia by Qualomm [97℄, Flartoolkit [4℄).

A di�erent approah was proposed in [113℄ where the authors used infrared emit-

ters an infrared amera for registration. The main advantage of markers onstruted

of infrared diodes is, that they are easily reognizable on the image from IR amera

and do not disturb the users. The main disadvantage is, that in ase of added to

reord appliations another (not infra-red) amera is neessary to display the aug-

mented reality.

Marker �elds

The marker �elds are speial types of markers whih are suitable for appliations

where the wide area needs to be overed. The presene of oluders prevents from

using many unique markers. The marker �eld is omposed of mutually overlapping

heker-board like markers, aperiodi 4-orientable binary square-window arrays (De

Bruijn tori). This type of markers was proposed in [118℄. An example of the marker

�eld an be seen in �gure 3.2

3.1.2 Objet detetion and registration � markerless AR

Sine 2000 there is a strong interest in the markerless augmented reality. To ahieve

visual markerless traking, we an reognize and trak the real world objets as if

they were markers or we an estimate the 3D struture of the sene and augment

virtual objets in it using SLAM, PTAM or utilize the depth sensors like Kinet.
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Figure 3.2: Left: input image with marker �eld. Right: reognized amera loation

and augmented sene. Figures were taken from [56℄.

In this setion we will desribe the �rst approah. Based on Zitova et al. [134℄ the

registration has following 4 steps:

1. Feature detetion

2. Feature mathing

3. Transform model estimation

4. Image resampling and transformation

In the feature detetion stage loal features are mostly used. We provide a short

overview of di�erent methods. Loal features extrat information from the parts of

the image, whih are interesting, i.e. the intensity varies in their neighborhood. To

extrat loal features, �rstly the interesting points are deteted, then the features are

omputed for all deteted points and �nally feature vetors (desriptors) are reated.

There are many methods how to detet interesting points. Two most basi approahes

are to hoose points uniformly or randomly from the whole image. However this will

not ensure that the seleted points are interesting. Another method is to detet blobs

instead of points using for example MSER detetor [82℄.

The methods whih detet interesting points are alled interest points detetors

and three of them are used the most: The Harris orner detetor [55℄ omputes

the eigenvalues of the seond moment matrix of an image at some point. Harris

method was boosted in [109℄ where the authors proposed taking the minimum of the
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eigenvalues and ompare it to a given threshold. If it is bigger, the point is onsidered

a orner.

The seond method uses the approximation of Laplaian of Gaussian with the

di�erene of Gaussians (DoG) and looks for the loal extrema in the sale-spae

pyramid. Sale-spae pyramid onsists of onseutive image sales, so alled otaves

(sales of the image are 1, 1/4, 1/16 et.), with eah otave ontaining the image pro-

gressively smoothed with a Gaussian kernel. This methods is used in the well-known

SIFT and SURF detetors [9℄, [79℄.

The third method is based on the aelerated segment test (AST). This approah

examines the neighborhood of every point of the size of the Bressenham's irle

with diameter d = 7. The points are onerned as interesting if there is a set of

n = 12 ontinuous pixels in the neighborhood that ful�ll the following riterium. The

intensity di�erene between the examined pixel and the neighborhood pixel must be

larger than a given threshold. We an �nd this method in the FAST detetor [105℄.

There are modi�ations of the method with di�erent values of d and n.

As for the desription methods, we an identify two types of most popular de-

sriptors: integer and binary. The main advantage of binary desriptors is that two

binary strings an be ompared using the Hamming distane instead of the Eulidean

distane. Hamming distane an be omputed very fast and it saves the mathing

time. If p = (p1, p2, . . . , pn) and q = (q1, q2, . . . , qn) are two binary strings we an

de�ne their Hamming distane as follows

dh(p, q) =

n
∑

i=1

δ(pi, qi)

n
, (3.3)

where

δ(x, y) =







0 if (x = 1 ∧ y = 1) ∨ (x = 0 ∧ y = 0)

1 otherwise.

(3.4)

Integer desription methods typially ompute the histogram of gradients (HoG)

in the pathes plaed around the interesting point (for example the SIFT, SURF

or DAISY desriptors [124℄). On the other hand, binary methods use the binary

intensity tests whih ompare the line endings in the mikado like path (for example
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BRIEF [22℄ or ORB [106℄ desriptors) or in the human visual system inspired pathes

(BRISK [76℄ or FREAK [3℄).

Another important issue of the loal feature detetors and desriptors is their

invariane. The ideal loal feature will be invariant to a�ne and projetive trans-

formations, however in real-world features this is not the ase. The most impor-

tant invariane is to sale, rotation and translation. The invariane to translation is

ahieved through the way how the loal features are extrated. Sine the desriptor

is omputed in a small neighborhood of the point, the atual position of the point

in the image is irrelevant. The sale invariane is in [79, 9℄ ahieved in the detetor

phase, where the interesting points are retrieved in the sale-spae pyramid. The

sale of the feature is then estimated as its level within the pyramid. The rotation

invariane is in [79, 9, 106℄ ahieved by rotating the neighborhood of the interesting

point in the diretion of the highest gradient in the neighborhood.

As we an see in Zitova et al. [134℄ the �rst step in the registration proess is the

mathing of the features. Brute fore mathing an be very time onsuming and the

mathing time grows with the number of objets in the database. Therefore there

exist several strategies for speeding up of this proess.

When the features are mathed we an determine the best math from the database

for every feature in the image (input frame). However the mathed feature an be

false positive so another �ltering of the mathes is usually neessary. The basi strat-

egy is to use some previously trained/estimated threshold and keep only mathes

with distane smaller than the threshold. The seond strategy proposed in [79℄ alled

seond nearest neighbor is to ompare the distane d of the losest math to the dis-

tane d2 of the 2
nd

losest math, if d < 0.3d2 the math is taken as orret. The third

approah is to take P ′
as the losest math of feature point P only if P is also the

losest math of the P ′
. The more global approah to feature mathing and �ltering

is to use the Bag of visual words (or Bags of visual features) approah [29℄. The main

idea behind the bag of visual features is to luster similar features (using for example

K-means lustering) in the feature spae and represent them with the entroid of

the luster, so alled Visual word. Then the objet is represented by the histogram

of the visual words present in the objet. During the mathing phase we an only
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ompare the histograms of the objets from the database with that of the image. The

extrated features are often further examined using their geometry onsisteny. To

ahieve this, the RANSAC approah is used to ompute the homography. Assuming

a pinhole amera model any two images of the same planar surfae are related by

homography. We have 2 ameras A and B, looking at points Pi on the plane π. Let
A
pi and

B
pi be the projetions of the point Pi in the images of ameras A and B (see

�gure 3.3), then

A
pi = Ka ·Hba ·K

−1
b ·Bpi, (3.5)

where Ka and Kb are the intrinsi parameters of A and B and Hba is the homography

matrix

Hba =









h11 h12 h13

h21 h22 h23

h31 h32 h33









, (3.6)

whih an be expressed as

Hba = R−
tnT

d
, (3.7)

where R is the relative rotation of B with respet to A, t is the translation vetor,

n is the normal vetor of the plane and d is the distane from the plane. We need

at least 4 point orrespondenes from A and B to ompute the homography (or 3 in

ase of a�ne homography).

Homography is omputed between the feature points from the database and the

feature points whih seem to belong to the same objet in the image. We an then

estimate the outliers of the most stable homography.

Most of these methods are e�etive in ase, when there is only one objet present in

the image, or several objets of di�erent types, or when segmentation was performed

in the previous step. However when we have multiple instanes of one objet present

in the image, we have to utilize di�erent approahes. We propose a new approah of

multiple instanes detetion in this thesis. It is explained and evaluated in hapter 4.

By omputing the homography we ahieved the transform model estimation and an

proeed to image resampling and transformation if needed. In ase of registration for

the purpose of augmented reality we only need to estimate the enter of the objet,
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Figure 3.3: We have 2 ameras A and B, looking at points Pi on the plane π. Let

A
pi and

B
pi be the projetions of the point Pi in the images of ameras A and B.

Then the images of the plane π in A and B are onneted by homography H .

the normal vetor in that point and two orthogonal vetors in the plane of the objet

to set up a oordinate system.

3.1.3 SLAM and PTAM

If we think little out of the box, we an formulate the problem of the estimation of

the user position in the indoor environment as the problem of the robot's position

estimation in the spae (with or without a map stored in the memory). This kind of

problem is solved in robotis with di�erent strategies, depending on the robot's sen-

sors. Usually the SLAM (simultaneous loalization and mapping) approah is used.

The augmented reality researhers make use of this approah and in their paper [64℄

Klein and Murray propose PTAM (parallel traking and mapping). PTAM uses a

amera and does not need any additional markers, or sensors to trak the relative

user's (amera) position and to build a room-sized maps of the unknown environment.

The system is based on systemati keypoints detetion and traking in the amera

images and reating a map (model) of the environment based on the triangulation

between the orresponding keypoints position in di�erent keyframes. The authors

develop the PTAM system for both PC [64℄ and the smartphone (IPhone3) [65℄.
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For our purpose the IPhone PTAM is relevant sine it an be used for the traking

of the mobile user in the indoor environment. The implementation of the PTAM on

IPhone was hallenging beause of two main limitations, the lak of proessing power

and the amera parameters (low frame rate, rolling shutter and the narrow �eld-of-

view). The authors provide several modi�ations in the keypoints detetion, traking

and system initialization to overome the limitations and to reate the system apable

of generating and augmenting small maps in real time and full frame rate. The

keypoints detetor developed for the PC based on the FAST orners deteton and

traking with 4 image pyramid levels was replaed with the Shi-Thomasi orners with

5 pyramid levels. Also, the ulling of the keypoints and the ulling of the redundant

keyframes was done.

3.1.4 RGBD and 3D

There is a growing researh in the domain of registration in RGBD (RGB image

+ depth) or 3D (point loud representation). We will mention some of the most

interesting works published in this domain. The registration of the RGBD image in

the model of the sene using regression forests was proposed by Jamie Shotton et al.

in [110℄. The �rst important researh in objet mathing and registration in the point

loud representations is [58℄. The authors proposed so alled spin images. For every

point in the point loud they estimate the referene frame (the oordinate system with

origin in the point and the ylindrial oordinates) and reate 2D aumulator alled

the spin image. Di�erent approah to mathing of the point louds was proposed

in [32℄. For every point pair in the point loud the desriptor of �ve features is

estimated and hashed in the table. The SHOT (signatures of histograms) desriptor

was published by Tombari et al. [125℄. For every point, its spherial neighborhood is

divided into 32 bins and loal surfae signatures are aumulated in the histogram

for every bin. On the other hand there is also a researh on registration of meshes,

two key papers are [83℄ and [107℄. In [83℄ the authors proposed a method where the

point loud is deimated and triangulated to form a mesh. The desriptor is then

omputed as follows. For every vertex pair, the oordinate system is reated with

the origin in the enter of the line joining the verties and the diretional vetors
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vx,vy,vz of the three axes x, y, z are de�ned as follows: vx is given by the ross

produt of normals, the vz is the average of normals and vy is the ross produt of

vx and vz. The 3D aumulator (tensor) with dimensions 10x10x10 is then reated

at the origin. An element of eah grid bin of the tensor is equal to the surfae area

of the mesh interseting the grid bin.

In [107℄ the authors proposed so alled FPFH (fast point feature histograms). For

every point (vertex) P of the mesh, for all points pi, pj in the spherial neighborhood

of P we de�ne a Darboux frame uvw as follows

u = ni

v = (pj − pi)xu (3.8)

w = uxv,

where ni is a normal vetor at point pi. The desriptor α, φ, θ is then omputed as

follows

α = v · nj

φ =
(u · (pj − pi))

‖pj − pi‖
(3.9)

θ = arctan

(

w · nj

u · nj

)

,

where nj is a normal vetor at point pj.

3.2 Outside-In Inside-Out systems

In [15℄ the authors de�ne two types of traking systems: outside-in and inside-out

traking, where the �rst type refers to "the system that applies �xed sensors within

the environment that trak emitters on a moving targets". The inside-out system

is omposed of the sensors (apable of determining their relative position to the

emitters) attahed to the moving target and the �xed emitters. Both types of systems

an be implemented in two basi ways. One sensor gets information from the losest

emitter and estimates the distane from the sensor or the information about the

distane is aquired from several sensors and the position of the user in the sene is
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estimated using triangulation. In the area of augmented reality this kind of systems

is ommonly implemented using WiFi [102℄, RFID [85℄ or bluetooth [19℄ systems.

We have to mention GPS, whih is very popular representative of this registration

ategory (espeially for pseudo-AR appliations).

3.2.1 GPS

Presently the GPS is fully operational and meets the riteria established in the '60s

for an optimal positioning system. The system provides aurate, ontinuous, world-

wide, three dimensional position and veloity of the user with the appropriate reeiv-

ing equipment. GPS also disseminates a form of Coordinate Universal Time (UTC).

The satellite array nominally onsists of 24 satellites arranged in 6 orbital planes with

4 satellites per plane [60℄.

In the outdoor AR appliations the information from the GPS (global positioning

system) is a great help in the estimation of loation of the user anywhere in the world.

If we want to provide a user with the information about the monument he is looking

at, we may �rst want to know the ontinent, state, the ity and the street where he

is loated. This information will then help to narrow the searh in the database of

the monuments.

When talking about GPS we have in mind that this information is not su�ient for

the orret augmentation of the objet. For this, we need not only the rough position

of the user, but his preise position and orientation (7D) relative to the objet.

However many pseudo-AR appliations utilize only the information gathered from the

GPS reeiver sometimes fused with the information from devies like magnetometers

or ompass. The problem is that the presene of metal objets and eletroni devies

usually auses inorret output of these devies.

3.3 Dead rekoning indoor positioning system

In the paper [66℄ authors proposed the indoor user dead rekoning traking system

omposed of an aelerometer, gyrosope, magnetometer, amera and a head-traker.

The dead rekoning system is based on alulating urrent position using a previously
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determined position. The system is not dependent on any external markers, hips or

sensors and determines the user's relative position from the variation of the vertial

and horizontal aeleration aused by human walking loomotion. To estimated abso-

lute position authors used additional method of mathing the amera stream with the

database of images utilizing the Kalman �lter framework [59℄. "The Kalman �lter is

a set of mathematial equations that provides an e�ient omputational (reursive)

means to estimate the state of a proess, in a way that minimizes the mean of the

squared error."

To ahieve information about the aeleration vetor and the angular veloity

vetor the authors attahed sensors (aelerometer, gyrosope and magnetometer) to

the user's torso. The approah is based on the linial studies of human movement

whih laim that the pattern of the movement and the fores applied to the user's

enter of gravity (torso) are almost una�eted by the individual harateristis and

so they did not introdue any individual walking learning mehanisms. The three

basi types of the loomotion were introdued (walking on the �at �oor, going up

and down stairs and taking an elevator) and the data from the sensors were analysed

to detet and measure the unit yle of walking loomotion and diretion and then

to identify the one of three loomotion types. The demonstration of the relation

between di�erent stages of the unit yle of walking on the �at �oor and the hange

in the horizontal and vertial aeleration an be found in �gure 3.4. The �rst step in

the proess of estimating the aeleration vetor is the determination of the diretion

of the gravity and the forward diretion, whih has to be alibrated after the sensors

are attahed to the user. Then the deomposition of the aeleration vetor into

eah omponent (vertial and horizontal aeleration) is done. In the next phase,

the relation between aeleration vetors and angular veloity is analyzed and the

loomotion type is reognized.

In 2006, the system proposed in [66℄ was further extended with the RFID reader,

the GPS and the embedded omputer [67℄.

In the area of pseudo-AR appliations, there exist many appliations whih make

use only of the dead-rekoning user position estimation based on the sensors embed-

ded in almost all new mobile devies (smartphones, tablets). The biggest problem



REGISTRATION IN AUGMENTED REALITY 46

Figure 3.4: Left: De�nition of eah axis. Right: De�nition of the unit walking yle

and relationship between the hange in aeleration and the yle stage. Figures were

taken from [66℄.

of these appliations is the weak auray of their sensors (aelerometers) and the

aumulating error. The aumulation of the error of position is aused by the nature

of the proess, where the atual position is estimated from the previous one.

3.4 Others

3.4.1 Mehanial traking

The �rst example of the use of traking for augmented reality was the so alled "sword

of Damokles" developed by Ivan Sutherland for his �rst HMD.

3.4.2 Audio

Out of the box solution was proposed by the researhers at the MCormik Shool of

Engineering and Applied Siene. They have reated the IPhone appliation alled

Batphone [104℄ whih allows the user to reord ambient noise in a room and tag it

with an aousti �ngerprint. This allows to determine future approximate loation

of the user by the mathing the atual ambient noise with the database of aousti

�ngerprints. However this method an estimate only very approximate position not

aurate for the purpose of the augmented reality appliation.



Chapter 4

Multiple instanes detetion

Sine the beginning of the new entury the growing popularity of marker-less aug-

mented reality appliations inspired the researh in the area of objet instane de-

tetion, registration and traking. The usage of ommon daily objets or speially

developed �iers or magazines (e.g. IKEA

1

) as AR markers beame more popular than

traditional ARtoolkit like blak and white patterns. Although there are many di�er-

ent methods for objet instane detetion emerging every year, very little attention is

paid to the ase where multiple instanes of the same objet are present in the sene

and need to be augmented (e.g. a table full of �iers, several exemplars of historial

oins in the museum, et.). In this hapter we review existing methods of multiple

instane detetion and propose a new method for RGB images and RGBD images

overoming the limitations of previous methods. For a sheme of the proposed proess

see �gure 4.1.

We propose a new method for multiple instane detetion of objets in luttered

senes using loal features and Hough-based voting. For the purpose of orret objet

detetion and registration in augmented reality it is neessary to orretly register

objets even when several instanes of the augmented objet are present in the image.

When dealing with the visual (ARToolkit like) markers or when we add non-visual

markers, the orrespondene is not an issue. On the other hand in the ase of marker-

1

https://www.youtube.om/wath?v=vDNzTasuYEw

47
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Figure 4.1: Overview of the registration proess. In the �rst step SIFT features are

omputed for both template and test images. Features are mathed and the best

math is estimated for every interesting point in the test image. Then the histogram

of the ratios of the sales of the interesting points and their mathes is reated. For

every peak in the histogram orresponding interesting points pair votes in the 3D

aumulator for the (x, y)-position of the objet enter and the objet's rotation.

Then the peaks of the aumulator orrespond to the objets on the test image.

less objet detetion utilizing loal features, it is not easy to determine how many

instanes of one objet are present in the image.

In the area of multiple objet instanes detetion we an identify 2 basi strategies.

One approah is to �rst segment the image and then reognize and register all the

segmented objets. The segmentation an be done in the image domain or in ase

of the RGBD data in the depth data. This method however deals with the not

yet fully solved problem of the segmentation of objets in luttered senes. The

problem of segmentation in the depth domain an our when e.g. the objets lie

side by side on the same plane. The seond method estimates the number and the

position of the objet instanes based on the lustering of the deteted points, the

iterative RANSAC and/or Hough based voting [6℄. The basi lustering of features

approah is ine�ient in ase of more omplex senes with very lose or overlapping

objets. Although, the greedy method whih iteratively �nds the best-mathing

instane, remove the orresponding features and �nd another instane using RANSAC

approah to ompute homography is extensively used, it proved to be ine�ient for
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robust multiple instane objet detetion in [95℄. We fous on more approahes in

the following setions.

4.1 Important previous approahes

The most signi�ant work in this area was done in [94, 93, 95, 27℄ and [132℄.

The authors of [94, 93, 95℄ fous on the segmentation of multiple instanes of a low-

textured objet on a onveyor belt. In the �rst step they extrat the SIFT features

and divide the image into P regions and then use seond-nearest neighbor method

for mathing of the features. On every region they searh for instanes of one objet

with marked ontrol points (the verties of the approximation of the objet ontour

by a polygon). For every mathed feature they �nd the positions of the ontrol points

in the 2D spae. Then they use the mean-shift algorithm to luster the ontrol points

positions and estimate the �nal positions as the enter of the lusters. The authors

utilize the olor similarity measure to distinguish overlaying segmented objets with

the overlap larger than 30% perent. The main limitation of this method is the fat

that all instanes have to be of one objet of the same sale without perspetive

deformations.

In [132℄ the authors proposed a method for detetion and loalization of multi-

ple objets and multiple instanes of objets using PCA-SIFT [63℄ and agglomerative

lustering of the features. In the training phase they aquire a video sequene ontain-

ing the objets to be reognized and annotate and segment them manually. Then they

use PCA-SIFT (PCA is used to estimate 20 main omponents in the 128-dimensional

SIFT [79℄ spae) to �nd the keypoints and store their desriptors and relative loa-

tion towards the annotated objet's enter. In the reognition phase, they ompute

the PCA-SIFT keypoints in the image and math them using linear nearest neighbor

searh with estimated threshold for maximal mathing distane. Then every keypoint

orretly mathed with the objet votes for the objet enter, based on the rotation

and sale of the keypoint estimated during SIFT detetion. Afterwards these votes

are lustered with agglomerative lustering and small lusters are disarded. The
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main limitation of this work is that the sale of the objets must be known and all

objets are supposed to be of same size.

The authors of [27℄ use a sparse objet model reated from di�erent views using

SIFT features in the preproessing step and a bundle adjustment. For every feature

in the database its position on the sparse model is stored. In the reognition phase

the proess iterates over every objet in database:

1. Extrat the SIFT features and math them with the database.

2. Cluster the SIFT features loations using the mean-shift algorithm.

3. For eah luster hoose a subset of points and estimate a hypothesis about the

pose of the objet aording to these points. If the number of onsistent points

is bigger than a threshold, reate a new objet instane and re�ne its pose

using all onsistent points. Repeat until not enough points left or the number

of iterations reahed.

4. Merge all instanes from di�erent lusters with similar pose.

5. Estimate the position and orientation of the amera given a set of 2D ⇔ 3D

orrespondenes using orthogonal Prorustes deomposition. The sale is or-

reted using the ratio of standard deviation of all pairwise distanes within the

test and train images and the rotation is done aligning the prinipal omponents

of test and train data.

The main limitation of this work is that the preproessing phase is time onsuming

and there is a neessity to photograph the objet from di�erent positions.

Based on these previous works and their limitations we deided to onstrut 2

methods for multiple objets detetion. One utilizes only the 2D image, and the

seond one also the information from the RGBD sensor.
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4.2 2D approah

4.2.1 Objets of the same sale

As a �rst step we have deided to develop the method for detetion of the multiple

instanes of objets of the same sale in graysale images. All objets are plaed

approximately perpendiularly to the amera axis and no o�-plane rotations are al-

lowed.
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Figure 4.2: Loal features mathing.

We utilize the SIFT features, beause they posses, together with the position of

the feature, the information about the sale ς and rotation θ. The sale information

is derived from the detetor's sale-spae pyramid as the otave in whih the keypoint
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is deteted. The rotation of the feature is estimated as dominant orientation of the

gradient in the neighborhood of the interesting point. The size of the neighborhood

is determined by the previously estimated sale.

In the training phase of our method we build the database of the objets to be

reognized. For now we assume all objets are planar and retangular. We mark (or

ompute) the enter points of the objets in the images. We then ompute the SIFT

features (interesting points, IP) and store their desriptors, sale and rotation in the

database.

The reognition is performed as follows. We extrat the SIFT features from a test

image and store their desriptors, rotation, sale and position. For every extrated

SIFT feature in the test image we ompute the losest features in all objets from

the database based on the Eulidean distane of the desriptors.

There exist several strategies to �lter the SIFT mathes.

Threshold The mathes are �ltered based on some threshold whih has to be esti-

mated in the training phase (e.g. using the K-fold ross validation).

Seond nearest neighbor The distane of the losest math d is ompared to the

distane of the 2

nd

losest math d2. If d < 0.3d2, the math is onsidered as

orret.

Double hek The math of the desriptor A of an IP from the image I1 and B of

an IP from the image I2 is orret if they are mutually the losest. That means

B is the losest to A from all the desriptors of IPs from I2 and A is the losest

to B from all the desriptors of IPs from I1.

We propose a new riterion alled the sale ratio � r. To �lter the mathes we

�rstly ompute the ratios of the sale of test image features ς and the sale of their

orresponding database image (template) features ς ′ as follows

r =
ς

ς ′
, (4.1)

Then we reate the histogram of these sale ratios.

We hoose the highest peak of the histogram as the orret sale ratio. Then we

preserve only the features having this orret sale ratio. The omparison of all found
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Figure 4.3: Example of mathes satisfying di�erent �ltering riteria.

mathes, seond nearest neighbor �ltered mathes and sale ratio riterion �ltered

mathes an be seen in �gure 4.3.

We have ompared the previously mentioned riterion for the purpose of multiple

instane detetion utilizing our voting sheme. The orresponding preision/reall

urves for seond nearest neighbor, double hek and sale ratio methods an be seen

on �gure 4.4. These methods were evaluated on 30 images from a database Test 1.

Our new sale ratio riterion proved to work with 100% preision and 100% reall.

The next step is to reate a 3D aumulator, where we store the enter points of

the objets in the test images. The 3 dimensions of the aumulator are the x and y

oordinates of the image saled to

1⁄
10
and the rotation α of the objet sampled to 60
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Figure 4.4: Preision/reall urves for di�erent math �ltering riteria (blue � double

hek, yellow � sale ratio, red � seond nearest neighbor).

bins. The oordinates of the enter point are estimated from the SIFT orientations

of the mathed IPs A and A′
as follows

S = A+ r ·Mrot(α) · v, (4.2)

where r is the sale ratio,

v = A′ − S ′
(4.3)

is the vetor from the IP A′
to the enter point S ′

of the template. The matrix

Mrot(α) =

[

cosα sinα

− sinα cosα

]

(4.4)

is the rotation matrix and α is the rotation of the objet with

α = (θ − θ′) mod 2π, (4.5)

where θ and θ′ are the SIFT orientations of the mathed IPs A and A′
.

The peaks of the aumulator represent the position of enters and the rotation of

the objets from the database found in the test image. To determine the detetions

in the aumulator we use the threshold p on the height of the peak. We have tested

di�erent values of p whih we disuss in setion 4.4.1. The image and the orre-

sponding aumulator (onverted to 2D � x, y and the highest value from di�erent

orientation) an be seen in �gure 4.6
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Figure 4.5: The illustration of the vetors, points and orientations on template and

test image.

(a) (b) ()

Figure 4.6: Image (a) and orresponding 2D version of aumulator (only the highest

value for all orientations is taken) displayed as a heat map (b) and a surfae ().

4.2.2 Objets of di�erent sales

If we want to generalize the previously proposed approah to images with objets

of di�erent sales, we have to extend the voting approah proposed in the previous

setion. We not only look for the highest peak in the histogram of the sale ratios, but

we identify all the peaks. A peak in the histogram has both neighboring bin values

lower and its height is bigger than the threshold th = 15. An example of images and

their orresponding histograms an be seen in �gure 4.7.
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Figure 4.7: (a), () test images, (b), (d) orresponding sale ratio histograms.

4.2.3 Perspetive distortions

In the previous setions we desribed the proess of deteting multiple instanes of

objets plaed perpendiular to the amera axis based on the voting in the aumu-

lator. The main limitation of this approah lies in the fat that we annot identify

the out of a plain rotation of the objets present in the image. To ahieve this we an

ompute the homography transformation between the mathed points from the test

image and the database objets. We need at least 3 orresponding pairs to ompute

the a�ne homography.

When we extend our previously de�ned aumulator with a list of points that

vote in the orresponding bin, we an ompute the homography from these points

and their orresponding pairs in the database image. The proess of omputing the

homography transformation is desribed in setion 3.1.2.

We an ompute the homography using two approahes. We an use all point pairs

assuming that all mathes were orret or we an utilize the RANSAC approah [36℄.

Then the homography an be used to ompute the orret positions of the objet
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orners (4 in the ase of retangle). To hek the orretness of the omputed orner

positions we ompare the area of the deteted objet to the area of the template

objet saled aording to sale ratio. If the di�erene is within the threshold we

draw the �nal ontour of the objet.

Although the RANSAC approah is extensively used in the registration of objet

instanes in the image, it often fails to detet more than one instane even if it is

used in iterative manner (see [95℄). In our work we utilize it only for estimation of

the transformation of pairs belonging to one instane. This is ensured by the voting

in the aumulator.

4.3 RGBD approah

Sine an emerge of the Kinet sensor in 2010, RGBD sensors beame a�ordable and

very popular in omputer vision tasks. We deided to utilize the depth information

produed by this sensor for our multiple instane detetion approah. The main

advantage of this approah is, that we do not deal with di�erent sales of objets

beause the "sale" in 2D image is de�ned based on the distane of the objet from

sensor (we assume that we have onstruted our database with a similar sensor) and

the objets are stored together with their size. The �rst steps are similar to the

previous approah, we extrat the interesting points and ompute their desriptors

using SIFT approah and math them with the database. We an then �lter the

mathes based on their sale ratio, similarly to previous approah or proeed without

�ltering.

Another �ltering an be done by heking the onsisteny of the sale ratio and

the ratio of the depth of the point from test image and the template image.

Then we will iterate over the point pairs and vote in the 3D aumulator. We

deided to use the 3D aumulator (2D subsampled image spae + rotation) instead

of 4D aumulator (3D subsampled spae + rotation). In 3D aumulator we will

vote for the projetions of the objets enters (S) on to the image spae. To determine

the orret vote for eah point pair, we ompute the vetor v from the point A to the

enter S ′
in the template spae, similar to setion 4.2.1. Then we estimate the normal
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vetor np at the point A from the depth data as follows. First, the points in the sphere

neighborhood of the A with diameter d = 10 are extrated. In the next step the

Prinipal omponent analysis (PCA) [91℄ of the extrated points is omputed. Next,

the eigenvetors (prinipal omponents) are sorted by the orresponding eigenvalues

and the ross produt of �rst two prinipal omponents is omputed. The ross

produt is then the normal vetor of the plane of the objet in the 3D spae.

In the next step we want to estimate the position of the enter of objet in 3D S ′′

(on the objet plane P de�ned by the omputed normal vetor and point A). The

enter of the objet S ′′
will be de�ned as

S ′′ = A + r ·Krot(β, s) ·Mrot(α) · v, (4.6)

where

Krot(β, s) =

=









cos β + s2x (1− cos β) sxsy (1− cos β)− sz sin β sxsz (1− cos β) + sy sin β

sysx (1− cos β) + sz sin β cos β + s2y (1− cos β) sysz (1− cos β)− sx sin β

szsx (1− cos β)− sy sin β szsy (1− cos β) + sx sin β cos β + s2z (1− cos β)









is the rotation matrix, the angle

β = arccos

(

np · nl

‖np‖ · ‖nl‖

)

(4.7)

is the angle between np and normal vetor of the image plane nl = [0, 0, 1] and

s = np × nl (4.8)

is the diretion vetor of the line de�ned as the intersetion of the objet and image

plane.

Then the new enter S is the projetion of the enter S ′′
to the image spae.The

sheme of desribed situation an be seen on �gure 4.8.

We have to have in mind that our 3D aumulator do not posses the information

about the z-oordinate of the S ′
point nor the normal vetor of the plane. To properly

register the deteted objet on the image we need to have at least the information

about the normal vetor. We deided to store the average normal vetors of the

points whih voted in the orresponding aumulator bin.
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Figure 4.8: The sheme of the objet enter estimation in RGBD ase.

4.4 Results

We deided to validate our method in 3 steps. In the �rst step we test our 2D approah

on arti�ially reated images ontaining one type of objet in up to 8 instanes of

varying sales. In the seond step we test the 2D approah using real world RGB

images (onverted to graysale) aquired by amera from the RGBD sensor from

Primesense and in the third step the RGBD approah has been tested on real world

RGBD data (RGB image + depth values).

4.4.1 Test 1 � Arti�ial images

For this test we reated 30 arti�ial images ontaining instanes of one objet. To

ensure that our method is independent of the template objet the test was repeated

on 30 arti�ial images of another objet. Templates of the used objets an be seen

in �gure 4.9. Eah image ontains at most 8 instanes of the objet of di�erent

sales and in-plane rotations. The images were reated by plaing saled and rotated

versions of the template objet onto an uniform and luttered bakgrounds. Some

objets are oluded by eah other and some are only partially visible (at least

1⁄
3
of

the objet is visible). The examples of the images an be seen in �gure 4.10.

To evaluate our method we have manually annotated the objets on all reated

images. We marked the 4 orners of the objets and saved their (ground truth)

oordinates. In the evaluation proess we have tested the distane of the deteted
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Figure 4.9: Templates of the objets.

(a) (b) () (d)

Figure 4.10: Examples of images in Test 1.

and true positions of eah orner of the objet. The deteted objet is onsidered a

orret detetion (CD) if there exists a ground truth objet whose orners are within

a given threshold from the deteted orner positions

CD =







1 ∃G ∀i ∈ {1, . . . , 4} : d(Gi, Di) < Tpix

0 otherwise,
(4.9)

where Gi is the i-th orner of the ground truth objet, Di is the i-th orner of the

deteted objet and Tpix = 5 is the threshold.

The method proposed in setion 4.2.1 was tested for di�erent values of threshold

p. The preision/reall urve displaying the relation of the preision and reall values

for di�erent values of p an be seen in �gure 4.11. The examples of the proessed

images with orret detetions an be seen in �gure 4.12.

4.4.2 Test 2 � Real world images

The seond test was arried out on 30 real world images aptured by Primesense

RD1.09 sensor in a luttered environment. RGB images were used for the seond

test. To aquire images from the devie we used the OpenNI 2 SDK

2

. Images ontain

2

http://www.openni.org
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Figure 4.11: Preision/reall urves in Test 1. Blue urve represent data for template

1 and red for template 2.

p 6 8 10 12 14 16 18 20 22

Preision 0,416 0,550 0,682 0,770 0,846 0,918 0,971 0,971 0,978

Reall 1 1 1 1 1 0,985 0,978 0,971 0,971

p 24 26 28 30 32 34 36 38

Preision 0,992 0,992 0,992 0,992 0,922 0,992 0,992 0,992

Reall 0,964 0,964 0,949 0,942 0,927 0,905 0,861 0,803

Table 4.1: The preision values for di�erent threshold levels in Test 1.

up to 5 instanes of the objet and were taken as a keyframes of the video sequene

aquired in the luttered o�e environment. The examples of the images an be seen

in �gure 4.13.

The method was evaluated in the same manner as the �rst test. The four orners

of the objet instanes in the test images were marked manually and the threshold

Tpix was set to 15 pixels.

The proposed method was tested for di�erent values of threshold p and the values

of preision and reall were omputed for eah value of p. The preision/reall urve

(blue) displaying the relation of the preision and reall values for di�erent values of

p an be seen in �gure 4.14.
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Figure 4.12: Examples of orret detetions in Test 1.

Figure 4.13: Examples of images in Test 2.

The examples of the proessed images with orret detetions an be seen on

�gure 4.15.

4.4.3 Test 3 � RGBD samples

For evaluation of the proposed RGBD method 30 images from test 2 dataset with

the orresponding depth information (16-bit graysale images) were used. Examples

of images with orresponding depth data an be seen on �gure 4.16.

The method was tested with the ground true data reated for Test 2 for di�erent

values of threshold p and the values of preision and reall were omputed for eah

value of p. The preision/reall urve (red) displaying the relation of the preision

and reall values for di�erent values of p an be seen in �gure 4.14.
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Figure 4.14: Preision/reall urve for Test 2 (blue) and Test 3 (red).

Figure 4.15: Examples of orret detetions in Test 2.

4.4.4 Inorret detetions

We reognize four types of detetions in the validation proess: true positives (TP),

true negatives (TN), false positives (FP) and false negatives (FN). In this setion we

disuss the inorret detetions whih were lassi�ed as FP or FN. The FN detetion

ours when the objet instane is not deteted on the image. The FN value grows

with the growing threshold. The FP detetion is the false alarm detetion. It grows

with the lowering threshold.

There are several reasons for inorret detetions. The FN are aused by the

low number (under threshold) of orret mathes between the points in the test and

template image. The low number of mathes naturally ours when the objet is

oluded or only partially present. The FP are aused by inorret mathes between

the points in the test and template images. They our if the neighborhoods of two



MULTIPLE INSTANCES DETECTION 64

p 4 5 6 7 8 9 10

Preision T2 0,7667 0,8571 0,8947 0,9565 1 1 1

Reall T2 0,8519 0,8148 0,7407 0,6667 0,6296 0,5556 0,5185

Preision T3 0,9333 0,9412 1 1 1 1 1

Reall T3 0,8889 0,8148 0,7407 0,7407 0,6667 0,5926 0,5185

Table 4.2: Preision for di�erent values of threshold in Test 2 and Test 3.

Figure 4.16: Examples of images (RGB and orresponding depth) in Test 3.

not orresponding points are too similar and an be redued using �ltering (e.g. sale

ratio method).

These problems are also onneted to the usage of loal feature methods to pair

the points, and their problems with blur, big o�-plane rotations, speular re�etions

and shadows.

In our approah we allow multiple detetions of one objet instane. You an

see multiple detetions marked by retangles on images 4.15, 4.17 and 4.12. We

deided not to �lter these detetions to hek if all of them are orret. However,

Figure 4.17: Examples of orret detetions in Test 3.
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they an be easily avoided in three ways. The aumulator an be made sparser,

whih would not be a problem as far as we ompute the orret orner positions

utilizing RANSAC style homography transformation between the template and the

points whih voted for the orresponding aumulator bin. Instead of the homography

omputation we an estimate the more preise enter oordinates and the rotation

angle by omputing the median of all points (positions, angles) that voted in the

orresponding bin. Another possibility is to perform a (agglomerative) lustering on

the aumulator or on the marked orners in the image. The straight approah is to

look for the loal maxima in the aumulator instead of taking all bins satisfying the

threshold.

4.5 Conlusions

We have proposed a new approah for multiple instane detetion in images of lut-

tered senes. We have deided to overome the limitations of previous state of the

art methods � the time onsuming preproessing phase and the fat that all objets

has to be of the same known sale without perspetive distortions.

In our methods we use the SIFT loal features, but any sale and rotationally

invariant methods that an extrat the sale and the rotation of the features (like

SURF [9℄) an be utilized. SIFT extrats the sale of the feature in the detetion

phase where a sale-spae pyramid is used. We an use the same sale-spae approah

to extrat the sale from detetors like e.g. FAST [105℄. To extrat the rotation

SIFT determines the dominant orientation of the gradient in the neighborhood of the

interesting point when reating the feature desriptor. Similar approah was used to

hange the BRIEF [22℄ detetor to rotational invariant detetor ORB [106℄. SIFT

was hosen as it provided the highest preision in the tests in our previous work. To

speed up the proess it is possible to utilize the GPU version of the SIFT [112℄.

Our method was tested on retangular template objets however the generaliza-

tion to polygonal objets an be easily performed, sine the features vote for the

entral point of the objet and its orientation in the aumulator. Generalization for
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non-planar 3D objets will be possible with the extension of the template database

with photographs of the objets from di�erent sides.

Our approah was tested on arti�ial and real-world images. Our method was

evaluated on the images with instanes of just one template objet. The extension to

instanes of multiple template objets in one image is in iterative manner proessing

every objet from the template database.

Based on the validation we an state that our 2D method works with 98% preision

(97% reall) on arti�ial images and 85% preision (81% reall) on real images. The

proposed 3D method works with 93% preision (89% reall) on real world RGBD

data.



Chapter 5

Classi�ation and registration of

paintings

The following hapter presents our approah to the e�ient lassi�ation and regis-

tration of �ne art paintings using loal features and our approah to feature mathing

utilizing global features. Sine the '80s the omputer graphis and vision ommunity

is fousing on the ultural heritage preservation issues. This big mission inludes the

restoration and the lassi�ation of �ne art paintings. In this area the most signi�ant

assignments are the digital restoration of the paintings, lassi�ation of the author's

style and ategorization of paintings based on the style [57℄, distinguishing paintings

from real sene photographs [30℄ and determination of new features for paintings

lassi�ation (e.g. desription of paintings' textures analyzing brush strokes [108℄).

For the relatively omplete overview see [78℄.

On the other hand the strong trend in augmented reality and museum guides in-

dued the researh on reognition (and registration) of museum artifats. We an di-

vide urrent augmented and visual museum guide solutions based on the used method

of exponate reognition into following groups: Visually based systems, Outside-in

inside-out systems, Dead-rekoning systems, Combination of systems and the User

input based systems. In this thesis, we deal with the visually based methods only.

For further information on museum guides see [44℄.

67
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Visually based methods utilize images from the amera to reognize exponates and

estimate their exat 3D position. The exponates an be reognized in di�erent ways.

In the �rst ase, binary markers (ARToolkit tags) printed and plaed (registered) near

the exponate are used [129℄. The seond approah is based on mathing of the loal

features in the amera frame with the loal features of the database of photographs

of exponates omputed in advane [8, 42℄. The third approah onsists of reognition

of the exponates using global features (for example olor histograms, histograms of

gradients, [37, 39℄). As the representative of this approah we an mention [37℄,

where the authors use global features and neural networks for the reognition of

museum exponates (both 2D and 3D). The fourth type of methods uses the bags of

the visual words approah and their ombination with the loal (global) features for

the reognition of paintings [54℄.

Another important aspet of the objet reognition using loal features is the

mathing of the feature vetors. In the mathing phase, the feature vetors extrated

from the unknown objet are mathed with the database of the feature vetors ex-

trated from the labeled objets. The unknown objet is labeled with the same

label as the objet with the most mathes. This phase an be time onsuming when

performing all-to-all brute-fore mathing. Di�erent methods for organizing of the

database of features for faster searh and math have been published. They are based

on, for example, kd-trees (in the later implementation of SIFT), random trees [75℄,

spetral hashing [127℄ or bag of visual words [26, 29℄.

The main advantage of our approah ompared to the previously mentioned meth-

ods is, that our approah is not dependent of the onstrution of the database in the

preproessing, in ontrary, the paintings an be added to the database on the �y,

with only omputing the global feature and inserting it to 1D vetor.

The method presented in this hapter uses a global feature value to organize the

database. We present the results obtained using di�erent global features and di�er-

ent loal feature desriptors. We �rst desribe the dataset used, then the algorithm

onsisting of segmentation, feature extration and mathing. The result of our ex-

periments are detailed in setion 5.4.1. The overview of the method an be seen on

�gure 5.1.
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Figure 5.1: Overview of the reognition proess. In the �rst step painting is segmented

from the photograph using the method proposed in the Segmentation setion. Then

the global feature and loal features are extrated from the segmented painting. In

the next step the database of the Originals is sorted based on the global feature value.

Loal features extrated from the painting are then mathed with the sorted database

and the painting is reognized as the �rst painting from the database of Originals

with mathes exeeding the threshold.

5.1 Dataset

Dataset used in our work onsists of two parts � the Photographs and the database

of Originals. The Photographs dataset ontains 500 photographs of the paintings

reated by 5 painters: Leonardo Da Vini, Rembrandt Van Rijn, Vinent Van Gogh,

Eduard Manet and Gustav Klimt. These photographs were taken in galleries by

various unspei�ed digital ameras. Photographs from the olletion of the authors

of this paper, from the initiative on their website and from the Flikr web portal

1

are

used. Photographs have di�erent resolutions, misellaneous sales and were taken

under varying lighting. An example of photographs from Photographs dataset an

be seen in �gure 5.2.

1

http://www.�ikr.om
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Figure 5.2: Sample images from the Photographs dataset.

The database of Originals onsists of 59 (10�15 from eah painter) ground truth

paintings taken from Olga's web gallery

2

. Paintings from the database of Originals

orresponding to the photographs in �gure 5.2 an be found in �gure 5.3.

Figure 5.3: Sample images from the database of Originals.

Figure 5.4 displays the number of photographs of paintings by di�erent painters,

with the orresponding painting present in the database of Originals (blue) or not

(red).

2

http://www.abgallery.om/index.html
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Figure 5.4: Distribution of the photographs in the Photographs dataset. Blue means

that the photographs have the orresponding painting in the database of Originals.

5.2 Algorithm

The work �ow of our method is graphially depited in �gure 5.1. In the �rst step

the painting is segmented from the photograph using the method desribed in the

following setion. Then the global feature and loal features are extrated from the

segmented painting. In the next step the database of the Originals is sorted based

on the global feature value. Loal features extrated from the painting are then

mathed with the sorted database and the painting is reognized as the �rst painting

from the database of Originals with number of mathes exeeding a given threshold.

The details of individual steps an be found in following setions.

5.2.1 Segmentation

The goal of the segmentation phase is the segmentation of the painting and its frame

in the input image (from the Photographs dataset). Three di�erent tehniques are

used. The basi one uses the Gauss gradient method, in the improved method the

anisotropi di�usion [92℄ is applied and the �nal method is based on the watershed

transformation [11℄.

Gauss gradient method

In the method the image is proessed using Gauss gradient funtion whih omputes

the gradient using �rst order derivative of the Gaussian. It outputs the gradient

images Gx and Gy of the input image using onvolution with a 2D Gaussian kernel.
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(a) The input image (b) Gx image () Gyimage

(d) Lines reated using

Hough transform

(e) Final segmentation

Figure 5.5: The proess of the Gauss gradient method of the segmentation.

In the next phase the Gx and Gy gradient images are sent as an input to the Hough

transform. The Matlab implementation of the Hough transform is used, sine it

enables to ount the lines from the Hough peaks diretly and to onnet or trim

them based on their length. Lines reated in the previous step are then expanded

to the borders of the image and lines with big slope are �ltered out. Lines are then

divided into four groups, one for upper, lower, left and right edges. Conseutively,

the painting is segmented as the smallest quadrilateral reated from the lines. Gauss

gradient method is depited in �gure 5.5.

Anisotropi di�usion method

In this approah �rstly the histogram equalization is done. Then the image is pro-

essed using anisotropi di�usion, the tehnique whih smooths the image, but pre-

serves the edges. The funtion is used with the following parameters: number of

iterations = 10, κ = 30, λ = 0.25 and option = 1 (κ ontrols ondution as a funtion

of gradient, λ ontrols speed of di�usion, it is 0.25 for maximal stability, option = 1
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(a) The input image (b) The input image pro-

essed with Anisotropi dif-

fusion

() Sx image

(d) Sy image (e) Lines reated using

Hough transform

(f) Final segmentation

Figure 5.6: The proess of the anisotropi di�usion method of the segmentation.
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(a) The input image I, (b) Tophat () Bottomhat

(d) (I + tophat)-

bottomhat

(e) Extended minima of (d) (f) Minima imposition

from the omplement of

(d) with the marker (e)

(g) Clusters reated with

watershed transform

(h) Final segmentation

Figure 5.7: The proess of the watershed method of the segmentation.
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means the di�usion equation, whih favors high ontrast edges over low ontrast

ones). The output image of the funtion is then onvolved with the horizontal and

vertial Sobel edge �lters, resulting in two binary images Sx, Sy. The images Sx, Sy

are proessed equally to Gx and Gy images in the �rst method, and the input im-

age is also segmented in the same way. Anisotropi di�usion method is presented in

�gure 5.6.

Watershed method

In the third approah the input image is �rstly preproessed to enhane edges of the

painting's frame. Afterwards the watershed transform is applied. The preproessing

phase onsists of 4 steps:

1. Create tophat It and bottomhat Ib of the input image.

2. Create image I2 = (I + It)− Ib.

3. Create I3 as extended minima (regional minima of the H-minima transform) of

I2.

4. I4 is reated as the minima imposition from the omplement of I2 (1− I2) with

the marker I3. In the next step, lusters are reated with watershed transform

applied on the I4 image. In the last phase the �nal segmentation is made by

growing the bakground from the orners in the lustered image.

Watershed method is presented in �gure 5.7.

Results

In the segmentation phase the methods were tested on the smaller dataset whih

onsisted of 100 Rembrandt paintings. This dataset onsisted of the photographs

taken by tourists in di�erent galleries, under di�erent lighting ondition and with

di�erent ameras. During the segmentation phase most problems were aused by the

low ontrast of the photographs, whih was eliminated in the anisotropi di�usion

method by the equalization of the histogram. Table 5.2.1 summarizes the perentage

of the orretly segmented versus oversegmented and undersegmented paintings.
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Method Gauss Anisotr. Watershed

gradient Di�usion

Corret segmentation 73% 89% 49%

Oversegmentation 6% 3% 1%

Undersegmentation 21% 8% 50%

Table 5.1: Perentage of paintings properly segmented by di�erent methods.

Oversegmentation, mostly in the Gauss gradient method was indued by the

strong edge responds in the paintings, espeially in the painting Night Wath (Ri-

jksmuseum, Amsterdam) where the pale �ags and spears have very strong olor edges

in the blak bakground. Other problem with the Night Wath was the low ontrast

of the blak frame of the painting to the dark gray wall paint. In the watershed

method, oversegmentation ourred in one image, where the shadow in the upper

right side of the image blends with the blak upper right orner of the painting. Un-

dersegmentation arised mostly in the following ases: the paintings frame is mostly

overed, the paintings frame is in low ontrast with the wall, the bakground of the

painting ontains strong edges (wall orner or artouh presented on the photograph).

The problems with oversegmentation and undersegmentation were partly elimi-

nated by using the anisotropi di�usion in the seond method, whih smoothed the

olor edges in the painting and also the edges in the bakground, but preserves the

edges of the frame. The basi method, the Gauss gradient uses smoothing with

the Gaussian kernel, whih smoothed all edges uniformly. The watershed method

presents a di�erent approah to the segmentation, but the results indiated that it

is not e�ient for this purpose. Finally, as expeted the best results were ahieved

with the anisotropi di�usion method (see table 5.2.1) and we have deided to use

this method for the segmentation of the paintings.

5.2.2 Global features

A feature that is omputed statistially over all pixels of the image is de�ned as global

feature. Global features help to detet similar images in global view. Usually the
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low-level global features desribe olor, intensity or texture of an image. We deided

to test several hosen global features in order to �nd the best disriminative feature

for our method. Sine the photographs of paintings usually have low quality, we did

not work with textural desriptions, only with olor and intensity features. In [77℄

40 features for desribing painting were presented, only 12 of them were global.

The global features we have ompared were

� A. average intensity

� B. perentage of light pixels

� C. normalized intensity histogram

� D. entropy, E. normalized hue histogram

� F. number of pixels that belong to the most frequent hue (f4)

� G. most populated hue, H. hue ontrast (f5)

� I. hue ount (f3)

The labels in parentheses orrespond with the labeling of features in [77℄. The dif-

ferene between features was omputed as a distane for A, B, D, F, G, H, I and as

a Kullbak − Leibler distane (KLD) [71℄ in ase of histogram features C, E.

Intensity features

The graysale image is omputed as

I = 0.2989R+ 0.5870G+ 0.1140B. (5.1)

A. The average intensity is omputed as

A =
1

wh

w
∑

i=1

h
∑

j=1

Ii,j, (5.2)

where w and h are the width and height of the image respetively.
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B. The perentage of light pixels is the number of pixels with the intensity above the

average intensity A, divided by the total number of pixels

B =
1

wh

w
∑

i=1

h
∑

j=1







1 if (Ii,j > A)

0 otherwise.

(5.3)

C. Normalized intensity histogram is omputed as follows

C(i) =
N(i)

wh
, (5.4)

where N(i) is the number of pixels with intensity i.

D. The entropy of the image is alulated as

D = −
∑

(p log2(p)), (5.5)

where p is the image intensity histogram with 256 bins.

Color features

For these features the image is transformed to CIE L*a*b* olor spae and hue is

alulated as the four-quadrant arus tangens of

b/a.

E. The normalized hue histogram. The hue histogram has 90 bins and is alulated

as

E(i) =
NH(i)

wh
, (5.6)

where NH(i) is the number of pixels with the hue i.

F. The perentage of pixels that belong to the most frequent hue is omputed as

F =
NH(p)

wh
, (5.7)

where

p = arg max
i={0,...,90}

NH(i). (5.8)

G. The most populated hue G is

G = p. (5.9)
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H. Hue ontrast is omputed as the ar-length distane of two most populated hues

as

H = (S1 − S2) mod 45, (5.10)

where

S1 = arg max
i={0,...,90}

NH(i)

S2 = arg max
i={0,...,S1−5,S1+5,...,90}

NH(i). (5.11)

I. Hue ount feature is the number of loal maxima in the hue histogram above a

preset threshold t and is alulated as

I =
∑

NH(i)>t

i. (5.12)

5.2.3 Normalization

We use 2 types of features, one desribing the intensity and one desribing the olor.

In the ase of the features omputed in the images of di�erent sizes, shapes and

aquired under di�erent lighting onditions with di�erent ameras we always have to

normalize the features to ahieve omparable results.

One way of dealing with the di�erent sales is to normalize using the division of

the feature values with the number of pixels in the image as was used in the feature

omputation.

Another way of ahieving the sale and shape normalization is to sale all the

paintings to the same resolution, for example (VGA) resolution 800 × 600. We re-

sample all images in the databse of Originals in preproessing phase, and we also

resample all paintings segmented from the images in the reognition phase. We an

also loose the texture information in kind of high frequeny textures with frequeny

lose to one pixel.

If we want to normalize the deformation aused by the perspetive transformation

we need to ompute the homography between images. To ompute the homography

between 2 views of the same plane taken by same amera we need at least 3 orrespon-

dene of point pairs. In our ase the painting segmented from the photograph taken
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(a) Preserving the

aspet ratio

(b) Resampled to

800× 600

Figure 5.8: Comparison of original and re-sampled painting.

by tourist and the image of the painting from the database. As mentioned before

we don't have any information about intrinsi amera parameters or the distortion

of the lens used. As far as we an't estimate these parameters from one photograph

with just have 4 known points (the orners of the segmented painting) with only

partially known orrespondenes, we will assume that all images were taken with the

same amera. To ompute the a�ne homography we need 3 orrespondenes of point

pairs, however in this part of our pipeline, we don't know whih paintings we are

dealing with and therefore we don't know the exat position of the orner points on

the painting form the database. We propose 2 ways of solving of this problem.

The �rst one was desribed in the previous paragraph and it onverts all the

paintings to the 800×600 resolution and estimate the orrespondene between orners

in the way the longer distane is �t to 800 and shorter to 600. The image 5.9(a) shows

the orrespondene between 4 orner points on the images A, B, C, D and K, L, M,

N.

The seond approah preserves the aspet ratio of the original image. In the �rst

step we �nd the �rst 2 points of the retangle, K and L, then we an estimate 2 lines

whih lie perpendiular to the line onneting the K and L, then the M and N points

lie on these lines in the same distane from K and L, whih an be expressed by

the parameter t. Then we an express 8 equations for 4 point pairs with 7 unknown



CLASSIFICATION AND REGISTRATION OF PAINTINGS 81

parameters (6 for a�ne homography and one for t)

xK = h11xA + h12yA + h13

yK = h21xA + h22yA + h23

xL = h11xB + h12yB + h13

yL = h21xB + h22yB + h23

xK + t(yK − yL) = h11xC + h12yC + h13 (5.13)

yK + t(xL − xL) = h21xC + h22yC + h23

xL + t(yK − yL) = h11xD + h12yD + h13

yL + t(xL − xL) = h21xD + h22yD + h23.

When the transformation is estimated, we have to remap the painting on the ret-

angular image. We use bakward mapping and the bilinear interpolation to ompute

the �nal pixel values.

(a) Resampled to 800× 600 (b) Resampled with preserved aspet

ratio

Figure 5.9: Two ways of resampling.

Until now we have only disussed the normalization of the shape and sale of

the images, however the radiometri properties are also key for the normalization.

As mentioned before the ameras used to apture our database are of unknown pa-

rameters, and we have to mention that also the images are of unknown previous

ompression. On the other hand, as far as we are dealing with the �ne art galleries,
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the photographs of the same painting are photographs under the same or very simi-

lar lighting onditions (exept for using the �ash, whih is usually forbidden to use).

The problem is, that many parameters suh as the white balane, the length of the

exposition and the size of the aperture hanges the produed intensities and olor

values and they are unknown for our images. For this reason we deided to normalize

eah olor feature values, instead of normalizing the olor values overall the image.

5.2.4 Loal features

We have tested three di�erent loal feature methods: SIFT, SURF and ORB. We

have hosen these methods beause SIFT is a standard method, SURF is faster and

almost equally preise, and ORB has a fast binary desriptor. All of them have their

own detetor and desriptor methods. SIFT and SURF detetors were desribed

in the setion 3.1.2 and ORB uses the modi�ation of the FAST (also desribed in

setion 3.1.2) detetor alled oFAST.

The desriptor of SIFT forms a 128-valued vetor � histogram of gradient ori-

entations of the 16 areas in the neighborhood. SURF desriptor uses the values of

Haar wavelet responses to form 64-valued vetor. ORB uses modi�ed BRIEF as a

desriptor and forms 128-valued binary desriptor whih stores the results of binary

intensity tests.

5.3 Classi�ation

The proess of the lassi�ation onsists of two phases: the preproessing and the run

time. In the preproessing phase, the global and loal features are extrated from

the database of the Originals (see setion 5.1) and stored.

The stored salar global features onsist of 8m bits, where m is the number of

paintings in the database of Originals. In ase of histogram features, the number was

multiplied by the number of bins (256, resp. 90 for intensity and hue histograms).

On the other hand, the size of loal features dataset was 128 · 8mn bits in the ase

of SIFT, 64 · 8mn for SURF and 510mn in the ase of ORB, where m is the number

of paintings in the database of Originals and n the number of deteted keypoints.
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ombination number of bits

salar + SIFT 8m(1 + 128n)

salar + SURF 8m(1 + 64n)

salar + ORB m(8 + 510n)

int. hist. + SIFT 1024m(2 + n)

int. hist. + SURF 512m(4 + n)

int. hist. + ORB m(2048 + 510n)

hue hist. + SIFT 8m(90 + 128n)

hue hist. + SURF 8m(90 + 64n)

hue hist. + ORB m(720 + 510n)

Table 5.2: Number of bits needed to store extrated features.

Table 5.2 summarizes the number of bits need for storing di�erent ombination of

features.

In the run time the segmented painting is lassi�ed as follows. In the �rst step,

the global and loal features are extrated from the segmented painting. The preom-

puted database of features is then sorted using the dissimilarity measure between the

preomputed and extrated global feature values. The next step onsists of mathing

the extrated loal feature desriptors with the sorted database of preomputed loal

features. The math is found using the K-nearest neighbor lassi�er and the seleted

norm Eulidean distane or Hamming distane.

As the dissimilarity between the feature values of the paintings in the database of

Originals and Photographs we use for salar values the absolute value of the di�er-

ene. The degree of dissimilarity between two histograms p and q was given by the

symmetri Kullbak-Leibler distane [71℄

KLD(p, q) =
∑

x∈I

(p(x)− q(x)) log

(

p(x)

q(x)

)

. (5.14)

In order to selet the best global feature, we sorted the di�erenes in asending

order and found the position of orresponding paintings in the database of Originals.

Figure 5.10 shows the umulative histogram of the positions. We an see that with
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feature B, 90% of photographs (304) had the orresponding paintings in the database

of Originals at position 35 or less, whereas with the seond best feature only 82% (287)

photographs had the orresponding paintings in the database of Originals at position

35 or less and 90% has the orresponding paintings in the database of Originals at

plae 45 or less. For this reason, the global feature used in our subsequent experiments

is the perentage of light pixels in the painting.
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Figure 5.10: Cumulative histogram of positions for examined global features.

In our previous work [42℄ we have tested the performane of SIFT and SURF

methods in lassi�ation of 100 paintings not inluded in the Photograph and Origi-

nals sets. Now we have onduted additional testing on the same data using the ORB

method. Table 5.3 presents the result of the lassi�ation showing the preision and

the threshold used to ahieve this preision in lassi�ation of 100 paintings using

SIFT, SURF and ORB method. Based on our evaluations we have deided to use the

ORB method for the lassi�ation, as far as it is onsiderably faster and laks only

the 5% of preision of SIFT and SURF.
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method ideal threshold preision

SIFT 12-14 90%

SURF 6 90%

ORB 5 85%

Table 5.3: Classi�ation preision of SIFT, SURF and ORB method using ideal

threshold on number of mathes.

Method SIFT SURF ORB

Time 0,8125 s 0,32025 s 0,01966

Table 5.4: Duration of one desriptor �le reation using SIFT, SURF and ORB

method.

5.4 Experiments and Results

As reasoned in the previous setion, we use the di�erene in the perentage of light

pixels between a photograph and the painting from the database of Originals to sort

the database of loal features. The loal features are represented using the ORB

desriptor.

In order to see if using the global feature sorting is bene�ial, we onduted three

experiments.

In the �rst one we found the distribution-based sorting of the database of pre-

omputed features. The most photographed paintings from the database of Originals

were at the top of the list. When not utilizing other features, this sorting minimizes

the average position of keypoint mathings, so it optimal for a given distribution of

the photographs.

The seond experiment used randomly sorted database. We used several permu-

tations of the positions, to get an average performane.

In the third experiment the database was sorted using the extrated global feature.
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sorting

global feature distribution-based random

mean 14.2925 19.3805 32.3089

std 11.4679 16.1783 17.0755

Table 5.5: The mean and standard deviation of position for three types of database

sorting.

In all experiments we lassi�ed the images from database of photographs into 60

ategories. For eah image we also omputed the the position of the orresponding

original in the sorted database of originals.

5.4.1 Results

The results are summarized in table 5.5 showing the average position of a orre-

sponding original. We an see that when the originals are plaed randomly in the

database, we math keypoints in average of 32 images in order to get the loses

math (by �nding the original). The sorting based on distribution of images in the

Photographs dataset gave muh better results. But distribution-based sorting an

be done only when we know the distribution of the images in the database of pho-

tographs before the evaluation. Our approah generated the best average position

of the orresponding painting from the database of Originals. The unpaired t-test

for testing the di�erene of two means showed that the di�erene was statistially

signi�ant with P value less than 0.001.

Paintings from the Photographs dataset were lassi�ed into one of 60 ategories

(59 paintings from the database of Originals and 1 not in the database). The preision

ahieved by using di�erent thresholds is visualized in �gure 5.11. The threshold

determines the number of keypoints mathes needed to lassify the photograph as

a given painting from the database of Originals. The preision is omputed as an

average preision over all lasses. Preision within lass ωi is the number of orretly

lassi�ed ωi paintings divided by the number of all paintings lassi�ed as ωi.
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Figure 5.11: Average lassi�ation preision of ORB method for di�erent thresholds

on number of orret mathes. The highest preision (80%) was ahieved with the

value 5. The average was omputed over 10-fold ross validation on 1000 images.

The average ase omplexity evaluation shows that our approah is less omplex

than the approah with unsorted database. Sine in a ommon ase we do not know

the distribution of photographs, we annot sort the database to ahieve globally ideal

sorting. We have to assume that the average position of the orresponding paintings

from the database of Originals is in the middle. In that ase the omplexity is

O(p0, 5mn), where p is the number of photographs, 0, 5m is the average position, i.e.

number of omparisons and n is the average number of keypoints. The omplexity

of our approah is O(p(m log(m) + 0, 25mn)), where O(m log(m)) is the omplexity

of the sorting and 0, 25m is the average position omputed in our experiments. If

we assume that the average number of keypoints is 500, then our approah is less

omputationally omplex for up to 10125 paintings in the database of Originals. We

an see that main omputational load lies in the mathing of vast number of keypoints.

That is why the proper sorting of the database speeds up the proess of lassi�ation.

5.5 Conlusions

In this hapter we propose a new method of lassi�ation of the speial objets, �ne

art paintings. It ombines the loal and global features approahes. We have tested

3 types of loal features and 9 global features and evaluated the method on 500

paintings.



Chapter 6

Related results

The presentation and preservation of the ultural heritage are the key tasks whih are

in last few years also supported by European Union through projets like Europeana,

or Comeniana. Augmented reality plays a key role in the presentation of the ultural

heritage in two base areas: the museum (gallery) guide and spatial installations.

During the PhD. researh we have ontributed to both areas.

Our work on museum guides

In the area of museum (gallery) guides, we have ooperated on reation of a onept

of the augmented guide like virtual installation in Czeho-Slovak pavilion at Biennale

Figure 6.1: Photos of the pavilion and the installation.

88
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Figure 6.2: User study from Bienale 2012. Left: graph displaying the distribution of

the users with and without previous experiene with augmented reality among men

and women. Right: graph displaying the dependene between previous experiene

with AR and the time spend exploring the installation in minutes.

of Arhiteture in Venie, Italy in 2012 (photos of the pavilion and the installation

an be seen in �gure 6.1).

We have arried out a user study foused on the previous experiene with AR and

it's orrelation with the time spent on the installation. The user study was performed

on 100 people 50 men and 50 women. Figure 6.2 shows two graphs. First one displays

the distribution of the users with and without previous experiene with augmented

reality (theoretial or pratial) among both men and women. Seond graph presents

the dependene between previous experiene with AR and the time spent exploring

the installation in minutes.

We have also reated a onept of augmented reality gallery guide and published

it in [45℄, [46℄. Our guide is designed for the mobile devies (smartphones, tablets)

and it uses the information from the amera of the devie to detet and register

the paintings in the gallery. Then it displays the augmented reality � the virtual

information (image, video, text or 3D objet) overlaying the real world stream. Our

guide also provides audio with the omments about paintings and about the displayed

virtual footage. We have also designed the virtual reality mode, whih display the

virtual footage without the neessity of pointing your devie on the painting.

As explained in the previous hapters the key problem of the augmented reality

guides and augmented reality appliations generally is the registration of the real and

virtual world. In our onept we have suggested the registration using loal features.
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Figure 6.3: The photograph and the point loud representation of the paper model

of Bojnie astle.

In the area of objet detetion using loal features we have surveyed, tested and

designed di�erent methods, problems and appliations in our previous works sine

the master thesis [50℄, [42℄, [70℄.

Our work on spatial installations

Apart from the area of museum guides we have also proposed and implemented two

spatial installation. The �rst one was published as a poster at Eurographis [43℄.

Reonstrution of ultural heritage objet utilizing its paper

model for augmented reality

In this work we have developed a method for augmenting the real paper model of

the historial site with virtual animation. We have implemented our method for

the augmented reality reonstrution of the �re in the Bojnie astle. The whole

proess an be seen in the �gure 6.4. The proess an be divided into preproessing

and run-time phases. In the preproessing phase we san the paper model using the

SMISS strutured light sanner developed by Tomá² Kova£ovský and Jan �iºka [68℄.

The model is sanned from di�erent positions and the �nal point loud is reated

by merging of the partial point louds. The photograph of the paper model and the

orresponding point loud an be seen in �gure 6.3 For the registration of the real

(paper) and virtual (3D model) models the paper markers similar to [61℄ are used and
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Figure 6.4: Left: Sheme of the Augmented paper model installation. Right:

Printsreen of the Augmented paper model installation.

their enters are manually marked in the virtual model. Then the virtual animation is

reated and registered with the virtual model. In the run-time phase the markers are

deteted and registered in the amera frame. Then the virtual animation is rendered

on the video with the virtual model as an oluder. The resulting video then ontains

the properly registered animation � the parts oluded by the paper model are not

visible.

Augmented map presentation of ultural heritage sites

Seond reated spatial installation ombines augmented reality, ultural heritage and

eduation. The appliation Slovak Augmented Reality uses a drawn �oor map of

Slovakia with several points of interests marked on the map. Kinet sensor is used to

display and interat with 3D virtual models of ultural heritage objets using gestures.

Our installation an be used for entertainment and as a learning tool in geography

or history lasses. In the area of AR there have been several works on interation

with the physial map, however it was usually a small paper map ombined with the

handheld or head-mounted devie [86℄. We have deided to reate the ontext where

the user an atually stand on the map diretly on the loation of the ultural heritage

site. To display the 3D models we reated mirror-like installation, where user sees

himself standing on the map with 3D model in the front. Mirror-like installations are

popular within the AR ommunity beause they allow the user to ontrol his position

and his gestures without refousing from augmented to real environment.
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Figure 6.5: Left: Sheme of the Slovak Augmented Reality, Center and Right: Ex-

ample of gestures for saling and rotating.

Our system onsists of a �oor map of Slovakia, a projetor and a projetion sreen

(or a big display) and the Kinet devie (or another RGBD sensor). The sheme of

our proposed system an be seen in �gure 6.5 and the photographs of the setup an

be seen in �gure 6.6. The initialization of our system is done as follows. The four

orners of the map are marked on the RGB image aquired from Kinet. We ompute

the homography transformation between the four orners of the image of the real map

and of the prereated model map with known positions (x, y) of the ultural heritage

sites. Then the positions of the heritage sites in 2D (x, y) are omputed and the depth

Figure 6.6: Saling a 3D model using gestures.
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is extrated from the initialization frame to ahieve the 3D position information. In

the runtime we trak the skeleton of the user standing on the map extrated using

the Kinet SDK. When the user steps on the marked heritage site, we display the

3D model of the orresponding ultural heritage objet in front of the user on the

projetion sreen. Then the virtual objet an be transformed using de�ned gestures.

We deided to perform two types of transformations: saling and rotating along two

axis. Our appliation runs on the PC (AMD Phenom II X4 3,4Ghz, 4GB Ram, ATI

Radeon HD 5700 1GB) with 57 frames per seond. The database of ultural heritage

sites used in the installation onsist of 8 virtual 3D models e.g. Slovak National

Theater, New astle of Banská �tiavnia or mountain hut "hata pri Zelenom plese"

whih were reated by students of our faulty and Martin Samuel£ík.



Conlusions

This thesis has ontributed to di�erent areas of objet detetion and registration,

augmented reality and ultural heritage presentation.

The main ontribution was done in the area of multiple objet detetion and reg-

istration in both RGB and RGBD images. The detetion and registration of multiple

instanes of objets is a problem losely onneted with markerless registration for

the purpose of augmented reality. In our work on detetion of the multiple instanes

of the objets we proposed 2 new methods for 2D images and RGBD data in whih

we have overome the limitations of previous state-of-the-art methods. Our methods

do not su�er from the time onsuming preproessing phase [27℄, the sale onstrains

(all objets have to be of the same previously known sale) [132℄ and the limitation

indued by the non-perspetive deformations [95℄. Our methods are based on loal

features and Hough based voting for the enter of the objet in 3D aumulator. The

3 dimensions of the aumulator are the x and y oordinates of the image and the

rotation α of the objet. We use SIFT features as they provide information about

sale and rotation and are the most robust (based on our tests in [51℄). In the RGBD

method the depth information was utilized to ompute the normal vetors in the

feature points and to hek the orret sale of the feature. We have developed a new

method for �ltering of the loal feature mathes using the sale ratio riterion, whih

outrun in preision and reall the previously used �ltering methods (seond nearest

neighbor, both ways, threshold) in ase of detetion of multiple instanes. Both our

approahes were tested on 2 datasets in 3 tests. The 2D method works with 98%

preision (97% reall) on arti�ial images and 85% preision (81% reall) on real im-

ages. The proposed 3D method works with 93% preision (89% reall) on real world

94
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RGBD data. The 2D version of this method was aepted to SCCG onferene [48℄

and the full version was submitted to ICCVG onferene [49℄.

The seond ontribution of this thesis is in optimization of the reognition of

�ne art paintings. We dealt with the problem of mathing of the loal features

with the big database of objets whih is not �nal and an be extended onseu-

tively. It is time onsuming to utilize ommonly used methods as random trees [75℄,

spetral hashing [127℄ or bag of visual words [26, 29℄ as far as the data strutures

used for storing the loal features need to be reonstruted every time the database

is extended. We have overome this problem with our method for lassi�ation of

�ne art paintings. Our method ombines the segmentation, loal and global feature

approahes for e�ient lassi�ation in big database. We have tested 3 types of

segmentation methods (anisotropi di�usion, gauss gradient and watershed), 3 types

of loal features (SIFT, SURF and ORB) and 9 global features (average intensity,

perentage of light pixels, normalized intensity histogram, entropy, normalized hue

histogram, number of pixels that belong to the most frequent hue, most populated

hue, hue ontrast and hue ount). The novelty of the method is in the utilizing of

the global feature to reorder the database of paintings and therefore speed up the

proess of the loal feature mathing. The e�ieny of the method was tested on 500

real world photographs of �ne art paintings. The best results � 90% preision �

were ahieved by using the method ombining anisotropi di�usion, SIFT or SURF

features and perentage of light pixels global feature. The method also showed to

be less omputationally omplex then previous methods for up to 10125 paintings in

the database. This method was partially published in CESCG onferene [42℄ and

Computer Graphis and Geometry journal [50℄ and the full method was published in

SCCG onferene [51℄.

Within the sope of this thesis we have utilized our developed registration meth-

ods in the implementation of several installations whih helped to present ultural

heritage of Slovak republi on national and international events (De¬ otvorenýh

dverí FMFI 2014, TEDxBratislava 2013, Biennale of arhiteture in Venie 2012,

Virtuálny svet v Avione 2012, Virtuálna realita bez hraní 2012). The most impor-

tant were the Reonstrution of ultural heritage objet utilizing its paper model for
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augmented reality whih was published as a poster at Eurographis [43℄ and Slovak

Augmented Reality whih is aepted to CISRGW [47℄.

In the future the speed of our multiple instanes detetion method an be improved

utilizing the paralelization on GPU. The possible improvement of RGBD method an

be done using data from the new version of the Kinet devie (Kinet 2) whih is

based on time-of-�ight approah and therefore does not have the problem aused by

the �xed baseline and an display objets loser to the devie. The quality of the

depth map is also improved on the Kinet 2 based on the test arried out by the

Photoneo ompany

1

. This will improve the omputation of normals in our RGBD

multiple instanes detetion and so further improve the performane of the method.

1

http://www.photoneo.om/
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virtuálnej realite (SPINKLAR-3D). KEGA 068UK-4/2011.

Prinipal investigator: RNDr. Stanislav Stanek, PhD.

� Nová metóda detekie a registráie viaerýh in²tanií objektov. UK/164/14.

2014. Comenius University grant.

Prinipal investigator: RNDr. Zuzana Haladová.

� Nová metóda registráie multimodálnyh dát s vyuºitím lokálnyh príznakov.

UK/228/13. 2013. Comenius University grant.

Prinipal investigator: RNDr. Zuzana Haladová.

� Travel grant for ICVSS summer shool. 2013. Tatrabanka Foundation grant

�tudenti do sveta.

Prinipal investigator: RNDr. Zuzana Haladová.

� Travel grant for SSIP summer shool. 2012. SPP Foundation grant Hlavi£ka.

Prinipal investigator: RNDr. Zuzana Haladová.

� Travel grant for Eurographis onferene. 2011. Literary fund.

Prinipal investigator: RNDr. Zuzana Haladová.
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Awards

� Attendee of the 1. Heidelberg Laureate Forum 2013

� Best Presentation Award (1

st

plae, based on publi voting). Spring Conferene

on Computer Graphis 2013.

� �VK (Student Sienti� Conferene), Slovak literary fund award, 2013.

� 3

rd

best team projet, SSIP summer shool, 2012.

� Best Presentation Award (3

rd

plae, based on publi voting). Central European

Seminar on Computer Graphis 2010.

� �VO� (Student Sienti� Conferene, Czehoslovak international round), Win-

ner 3

rd

plae, 2010.

� �VK (Student Sienti� Conferene), Winner, Slovak literary fund award, 2010.

Tutoring

� Vozny M.: CBIR system for mirosopy images. �VK (Student Sienti� Con-

ferene), Winner, 2014.

� Franta R.: Spatial Super Resolution. �VO� (Student Sienti� Conferene,

Czehoslovak international round), Winner 1

st

plae, 2013.

� Bolyós Cs.: Sarlet � Fast Mobile Augmented Reality Library. Winner of the

Kunii prize 2013.

� Rjabinin I.: Lowii � symbiosis of the musi, painting and the omputer generated

art. �VK (Student Sienti� Conferene), Winner, 2012.
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